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Preface

This guide presents the procedures and reference material necessary to install, administer and
troubleshoot the Ping Identity Directory Proxy Server in multi-client, high-load production
environments.

Purpose of This Guide

The purpose of this guide is to provide procedures and concepts that can be used to manage
the Ping Identity® Directory Proxy Server in amulti-client environment. It also provides
information to monitor and set up the necessary logs needed to troubleshoot the server’s
performance.

The Directory Proxy Server is part of the PingData Platform. The PingData Platform is the
consumer-grade identity access and management platform—~built specifically to handle the
massive scal e and real-time demands of hundreds of millions of customers. It deliversa
consistent, seamless, personalized brand experience that makes each customer feel valued.

The PingData Platform provides a unified view of customer data across al applications,
channels, partners, and lines of business. Theresult is:

* Increased customer trust and confidence through greater transparency and customer control
of personal data.

» A consistent, personalized customer experience that promotes better conversion, up-selling,
and cross-selling.

Audience

The guideis intended for administrators responsible for installing, maintaining, and monitoring
serversin large-scale, high load production environments. It is assumed that the reader has the
following background knowledge:

Ping Identity Platforms and LDAPv3 concepts

System administration principles and practices

Understanding of JavaVM optimization and garbage collection processes
Application performance monitoring tools

O o o o

Related Documentation

The following list shows the full documentation set that may help you manage your deployment:

O Ping Identity® Directory Server Administration Guide
O Ping ldentity® Directory Server Reference Guide (HTML)
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Ping Identity® Directory Proxy Server Administration Guide
Ping Identity® Directory Proxy Server Reference Guide (HTML)
PingData® Data Sync Server Administration Guide

PingData® Data Sync Server Reference Guide (HTML)
PingData® Data Metrics Server Administration Guide
PingData® Data Governance Broker Administration Guide
PingData Security Guide

UnboundID® LDAP SDK

UnboundID® Server SDK

O oooooood

Document Conventions

The following table shows the document convention used in this guide.

Convention Usage

Monos pace Commands, filenames, directories, and file paths
Monospace Bol d User interface elements, menu items and buttons

Italic Identifies file names, doc titles, terms, variable names, and

emphasized text
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Chapter

1 Introduction

Ping Identity® Directory Proxy Server is afast and scalable LDAPv3 gateway for the Ping
Identity® Directory Server. The Directory Proxy Server architecture can be configured to control
how client requests are routed to backend servers.

This chapter provides an overview of the Directory Proxy Server features and components. It
contains the following sections:

Topics:

Overview of the Ping Identity Directory Proxy Server Features
Overview of the Directory Proxy Server Components and Terminology
Server Component Architecture

Directory Proxy Server Configuration Overview
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Overview of the Ping Identity Directory Proxy Server

Features

The Ping Identity Directory Proxy Server isafast, scalable, and easy-to-use LDAP proxy server
that provides high availability and additional security for the Ping Identity Directory Server,
while remaining largely invisible to client applications. From aclient perspective, request
processing is the same, whether communicating with the Directory Server directly or going
through the Directory Proxy Server.

The Ping Identity Directory Proxy Server provides the following set of features:

High availability. The Directory Proxy Server alows you to transparently fail over between
serversif aproblem occurs, as well as ensuring that the workload is balanced across the
topology. If aclient does not support following referrals, the Directory Proxy Server can
follow them on the client’ s behalf.

Data mapping and transfor mation. The Directory Proxy Server can do DN mapping and
attribute mapping to allow clientsto interact with the server using older names for directory
content. It allows clients to continue working when they would not be able to work directly
with the Directory Server, either because of changes that have occurred at the data layer or to
inherent design limitations in the clients.

Horizontal scalability and performance. Reads can be horizontally scaled using load
balancing. In large data centers, if the data set is too large to be cached or to provide
horizontal scalability for writes, the Directory Proxy Server can automatically split the
data across multiple systems. This feature allows the Directory Proxy Server to improve
scalability and performance of the Directory Server environment.

L oad balancing and failover. Y ou can spread the workload across multiple proxiesin a
large data center using load-balancing algorithms. Load balancing is also useful when a
server becomes degraded or non-responsive, because client process requesting is directed to a
different server.

Security and access control. The Directory Proxy Server can add additional firewall
capahilities, aswell as constraints and filtering to help protect the Directory Server from
attacks. Y ou can use a Directory Proxy Server inaDMZ as opposed to allowing clientsto
directly access the Directory Proxy Server in the internal network or providing the datain the
DMZ. It can help provide secure access to the data and you can define what actions clients
are allowed to do. For example, you can prevent clients from making modifications to data
when connected viaa VPN no matter what their identity or permissions.

Tracking of operations across the environment. In the past, administrators have
commonly complained that when they see arequest in the access log, they have no idea
where it came from and cannot track it back to a particular client. The Directory Proxy
Server contains controls that allow administrators to track requests back to the client that
issued them. Whenever the Directory Proxy Server forwards a request to the Directory
Server, it includes a control in the request so that the Directory Server's access log has the
IP address of the client, address and connection ID of the Directory Server. In the response
back to the client, it similarly includes information about the Directory Server that processed
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the request, such as the connection 1D and operation ID. This feature makesit easier for
administrators to keep track of what is going on in their environment.

Monitoring and management tools. Because the Directory Proxy Server uses many of the
components of the Ping Identity Directory Server, it can leverage them to provide protocol
support, logging, management tools for configuration and monitoring, schema, and so on.

Y ou can use the Data Metrics Server, the dsconf i g tool and the Administrative Console to
manage the Directory Proxy Server.

Multi-Platform Support. The Ping Identity Directory Proxy Server isapure Java
application and is certified VMWare Ready ™. It isintended to run within the Java Virtual
Machine on any Java Standard Edition (SE) or Enterprise Edition (EE) certified platform.
For the list of supported platforms and Java versions, access your Customer Support Center
portal or contact your authorized support provider.

Any known OS or JDK -related issues will be documented in the rel ease notes distributed
with the product. Direct any questions or requests for additional platform certificationsto
your authorized support provider.

Overview of the Directory Proxy Server Components and
Terminology

The Directory Proxy Server consists of the following components and functionality that provide
the proxy capabilities:

o ooooooooo o

Locations

LDAP Externa Servers
LDAP Health Checks
Load-Balancing Algorithms
Data Transformations
Request Processors

Server Affinity Providers
Subtree Views

Connection Pools

Client Connection Policies
Entry Balancing

This section describes each component in more detail.

About Locations

L ocations define a group of serverswith similar response time characteristics. Each location
consists of aname and an ordered list of preferred failover locations. The Directory Proxy
Server and each of the backend LDAP external servers can be assigned locations. These
locations can be taken into account when deciding how to route requests, so that the server
prefersto forward requests to Directory Server in the same data center over those in remote
locations. Asarule of thumb, if you have multiple data centers then you should have a separate
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location for each one. In most environments, all Directory Proxy Server instances should have
the same configuration except for the attribute that specifies the location of the Directory Proxy
Server itsdlf.

For example, a deployment consists of three data centers, one in New Y ork, another in Chicago,
and another in Los Angeles. In the New Y ork data center, applications which reside in this

data center prefer communicating with directories in this data center. I1f none of the servers are
available, it prefersto failover to the data center in Chicago rather than the data center in Los
Angeles. So the New Y ork location contains an ordered list in which the Chicago location is
preferred over the Los Angeles data center for failover.

For information about configuring locations, see Configuring Locations.

About LDAP External Servers

Y ou can configure information about the directory server instances accessed by the Ping Identity
Directory Proxy Server. This configuration information includes the following:

Server connection information, such as | P address, port, and security layer

Location

Authentication information

Methods for authenticating and authorizing clients

Server-specific health checks

Types of operations allowed. For example, some LDAP external servers may allow only

reads and others allow reads and writes, so the Directory Proxy Server can recognize this and
accommodate it.

O oo oo 4a

The Ping Identity Directory Proxy Server allows you to configure different types of LDAP
external servers. The default configuration for each typeis tuned to be the best possible
configuration for each.

For information about configuring LDAP external servers, see Configuring LDAP External
Servers.

About LDAP Health Checks

The LDAP health check component provides information about the availability of LDAP
external servers. The health check result includes a server state, which can be one of the
following:

« Available. Completely accessible for use.

» Degraded. The server may be used if necessary, but has a condition which may make it
less desirable than other servers (for example, it is slow to respond or has fallen behind in
replication).

* Unavailable. Completely unsuitable for use (for example, the server is offline or ismissing
critical data).
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Health check results also include a numeric score, which has a value between 1 and 10, that can
help rank servers with the same state. For example, if two servers are available and one has a
score of 8 and the other a score of 7, the Directory Proxy Server can be configured to prefer the
server with the higher score.

The Directory Proxy Server periodically invokes health checks to monitor each LDAP external
server, and may also initiate health checks in response to failed operations. It checks the health
of the LDAP external servers at intervals configured in the LDAP server’sheal t h- check-

f requency property. However, the Directory Proxy Server has safeguardsin place to ensure that
only one health check isin progress at any time against a backend server to avoid affecting its
ability to process other requests.

The results of health checks performed by the Directory Proxy Server are made available to the
load-balancing algorithms so that they may be taken into account when determining where to
send requests. The Directory Proxy Server will attempt to use servers with a state of available
before trying servers with a state of degraded. It will never attempt to use servers with a state of
unavailable. Some load-balancing algorithms may also take the health check score into account,
such as the health-weighted |oad-balancing algorithm, which prefers servers with higher scores
over those with lower scores. Other load-balancing algorithms do not use the health check
scores, such as the round-robin load-balancing algorithm, which balances the load equally
among servers with the same state, regardless of the health check score. Y ou configure the
algorithms that work best for you environment.

In some cases, an LDAP health check may define different sets of criteriafor promoting and
demoting the state of a server. So, a degraded server may need to meet more stringent require-
ments to be reclassified as available than it originally took to be considered degraded. For
example, if response timeis used in the process of determining the health of a server, then the
Directory Proxy Server may have afaster response time threshold for transitioning a server from
degraded back to available than the threshold used to consider it degraded in the first place. This
threshold difference can help avoid cases in which a server repeatedly transitions between the
two states because it is operating near the threshold.

For example, the health check used to measure search response time is configured to mark
any server to be marked degraded when the search response time is greater than 1 second.

Y ou can then configure that the response time must be less than 500 ms before the server is
made available again, so that the Directory Proxy Server does not flip back and forth between
available and degraded.

Ping Identity Directory Proxy Server provides the following health checks:

» Measuretheresponsetimefor searchesand examine the entry contents. For example,
the health check might retrieve a monitoring entry from a server and base the health check
result on whether the entry was returned, how long it took to be returned, and whether the
value of the returned entry matches what was expected.

« Monitor thereplication backlog. If aserver fallstoo far behind in replication, then the
Directory Proxy Server can stop sending requeststo it. A server is classified as degraded
or unavailableif the threshold is reached for the number of missing changes, the age of the
oldest missing change, or both.

e ConsumeDirectory Server administrative alerts. If the Directory Server indicates there
isaproblem, for example an index that must be rebuilt, then it will flag itself as degraded or
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unavailable. When the Directory Proxy Server detects this, it will stop sending requeststo the
server. The Directory Proxy Server detects administrative aerts as soon asthey are issued

by maintaining an LDAP persistent search for changes within the cn=al er t s branch of the
Directory Server. When the Directory Proxy Server is notified by the Directory Server of
anew aert, it immediately retrieves the base cn=noni t or entry of the Directory Server. If
thisentry has avalue for the unavai | abl e- al ert - t ype attribute, then the Directory Proxy
Server will consider it unavailable. If this entry has avalue for the degr aded- al ert - t ype
attribute, then the Directory Proxy Server will consider it degraded. Clients of the Directory
Proxy Server can use a similar mechanism to detect and react when a Directory Proxy Server
flagsitself as degraded or unavailable.

Monitor the busyness of the server. If a server becomestoo busy, then it may be marked
degraded or unavailable so that |ess heavily-loaded servers may be preferred.

For information about configuring health checks, see Configuring Server Health Checks. To
associate a health check with an LDAP externa server and set the health check frequency,

you must configure the heal t h- check and heal t h- check- f r equency properties of the LDAP
external server. See “To Configure an External Server Using dsconfig” for information about
configuring the properties of the external server.

About Load-Balancing Algorithms

L oad-balancing algorithms are used to determine which server in a set of similar servers should
be used to process a client request. The algorithm can take the following criteriainto account:

Consider thelocation of the server. Serversin the same location as the Directory Proxy
Server can be preferred over those in aternate locations.

Consider the health of the server. Serversthat are available are preferred over those that
are degraded. In some cases, the health check score may also be used to further differentiate
between servers with the same health check state.

Routerequests consistently. Requests from a single client may be consistently routed to the
same directory server instance to avoid problems such as propagation delay from replication.

Retry the operation in an alternate server if therequest fails or the operation times out.
Y ou can control if theretry is alowed and, if so, how many times to retry and the time out
interval.

The Ping Identity Directory Proxy Server provides the following load-balancing algorithms:

Fewest operations. Requests are forwarded to the backend server with the fewest operations
currently in progress.

Single server. Requests are aways sent to the same server and will not attempt to fail over to
another server if the target server is unavailable.

Round robin. Requests are sent to a given pool of servers.

Weighted. Administrators explicitly assign numeric weights to individual serversor sets of
serversto control how likely they are to be selected for processing requests relative to other
servers.
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» Health-based weighting. Uses the health check score to assign weights to each of the
servers, so that a server with a higher score gets a higher percentage of the traffic than a
server with alower score. The proportion of traffic received is the difference between their
health check scores.

» Failover. Requests are always sent to a given server first. If that server fails, then the request
is sent to another specified server, and so on through an ordered failover server list.

For information about configuring load balancing, see Configuring Load Balancing.

About Proxy Transformations

Proxy transformations are used to rewrite requests and responses as they pass through the
Directory Proxy Server. Proxy data transformations are helpful for clientsthat use an old
schema or that contain a hard-coded schema.

Proxy transformations can provide DN and attribute mapping altering both requests to the server
aswell as responses from the server. For example, aclient sends a request to o=exanpl e. com
even though the directory server handling the request uses dc=exanpl e, dc=com The Directory
Proxy Server can transparently remap the request so that the server can processit, and map it
back to the original DN of the client request when the valueis returned. Or if aclient triesto use
the attribute user I D, the Directory Proxy Server can map it to ui d before sending the request on
to the backend LDAP server. The Directory Proxy Server then remaps the responseto user | D
when the value is returned.

The Directory Proxy Server also includes a proxy transformation that can be used to suppress
aspecified attribute, so that it will never be returned to clients. It can also cause the server to
reject requests which target that particular attribute. Another proxy transformation can be used
to prevent entries that match a given search filter from being returned to clients.

For information about configuring proxy transformations, see Configuring Proxy
Transfor mations on page 70.

About Request Processors

A request processor encapsulates the logic for handling an operation, ensuring that a given
operation is handled appropriately. The request processor can either process the operation
directly, forward the request to another server, or hand off the request to another request
processor.

Ping Identity Directory Proxy Server provides the following types of request processor:

» Proxying request processors, which forward operations received by the Directory Proxy
Server to other LDAP external servers.

» Entry-balancing request processor s, which split data across multiple servers. They
determine which set of servers are used to process a given operation. They then hand off
operations to proxying request processors so that requests can be forwarded to one of the
serversin the set.
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» Failover request processors, which perform ordered failover between other types of request
processors, sometimes with different behavior for different types of operations. For example,
you could use afailover request processor to achieve round-robin load balancing for read
operations but failover load-balancing for writes.

Directory Proxy Server request processors can be used to forward certain controls, including the
batch transaction control and the LDAP join control. The batch transaction control must target
asingle Berkley DB backend. For more information about the controls, refer to the LDAP SDK
for Java documentation.

For information about configuring request processors, see Configuring Request Processors on
page 72.

About Server Affinity Providers

The server affinity provider can be used to establish an affinity to a particular backend server for
certain operations. Y ou can configure one of three types of provider:

» Client connection Server Affinity, so that requests from the same client connection may
consistently be routed to the same backend server.

» Client IP address Server Affinity, so that all requests coming from the same client system
will be consistently routed to the same backend server.

« Bind DN Server Affinity, so that all requests from the same user will be consistently routed
to the same backend server.

For information about configuring server affinity, see Configuring Server Affinity.

About Subtree Views

A subtree view can be used to make a portion of the DIT available to a client by associating a
reguest processor with abase DN. Subtree views allow you to route operations concerning one
set of datato a particular set of data sources, and operations concerning another set of datato
another set of data sources. Multiple subtree views may be involved in processing a request,
such as for searches that have a scope that is larger than the subtree view.

The subtree view includes a single base DN used to identify the portion of the DIT. They
may have hierarchical relationships, for example one subtree view could be configured for
dc=exanpl e, dc=comand another for ou=Peopl e, dc=exanpl e, dc=com

For information about configuring a subtree view, see Configuring Subtree Views.

About the Connection Pools

Based on the type of backend server that you are using, the Ping Identity Directory Proxy Server
maintains either one or two connection pools to the backend server. It maintains either one pool
for al types of operations or two separate pools for processing bind and non-bind operations
from clients. When the Directory Proxy Server establishes connections, it authenticates them
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using whatever authentication mechanism is defined in the configuration of the external server.
These connections will be re-used for all types of operations to be forwarded to the backend
server. The bind DN and password are configured in the Directory Proxy Server.

Whenever aclient sends a bind request to the Directory Proxy Server, the server looks at

the type of bind request that was sent. If itisa SASL bind request, then the authentication is
processed by the Directory Proxy Server itself and it will not be forwarded to the backend
server. However, the Directory Proxy Server may use information contained in the backend
server as needed. If the bind request is a simple bind request and the bind DN is within the scope
of data supplied by the backend server, then the Directory Proxy Server will forward the client
request to the backend server so that it will use the credentials provided by the client.

Regardless of the authentication method that the client uses, the Directory Proxy Server will
remember the identity of the client after the authentication is complete and for any subsequent
requests sent by that client, it will use the configured authorization method to identify the
client to the backend server. Even though the operation is forwarded over a connection that

is authenticated as a user defined in the Directory Proxy Server configuration, the request is
processed by the backend server under the authority of the end client.

About Client Connection Policies

Client connection policies define the general behavior the server exhibits when communicating
with a set of clients. Each policy consists of the following:

» A set of connection criteria that define which client is associated with the policy based on
information the server has about the client, including client address, protocol used, secure
communication mechanism, location of the client's entry in the Directory Server and the
contents of the client's entry. These criteria are the same as those used for filtered logging.
For example, different client connection policies could be established for different classes of
users, such as root and non-root users.

* A set of constraints on the type of operations a client may request. Y ou can specify whether
aparticular type of operation is allowed for clients. For some operation types, such as
extended operations, you can alow only a particular subset of an operation type, such asa
particular extended operation.

« A set of subtree viewsthat define information about the parts of the DIT the client may
access.

When a client connection is established, only one client connection policy is applied. If the
criteriafor several policies match the same client connection, the evaluation order index is used
as atiebreaker. If no policy matches, the client connection is terminated. If the client binds,
changing its identity, or uses StartTL S to convert from an insecure connection to a secure
connection, then the connection may be evaluated again to determine if it matches the same or a
different client connection policy. The connection can also be terminated if it no longer matches
any policy.

For information about configuring a client connection policy, see Configuring Client Connection
Policies on page 77.
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About Entry Balancing

Entry balancing allows you to automatically spread entries below a common parent among
multiple sets of directory servers for improved scalability and performance. Entry balancing can
take advantage of a global index, an in-memory cache used to quickly determine which set or
sets of servers should be used to process a request based on the entry DNs and/or the attribute
values used in the request.

For information about configuring entry balancing, see Deploying an Entry-Balancing Proxy
Configuration on page 152.

Server Component Architecture

This section provides an overview of the process flow between the Directory Proxy Server
components, for both a simple proxy deployment and an entry-balancing deployment.

Architecture of a Simple Directory Proxy Server Deployment

In asimple Directory Proxy Server deployment, a client request is first processed by aclient
connection policy asillustrated in Figure 1, “Process Flow for Directory Proxy Server”.

-
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|  subteeview
Proxying Request
Processor
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Figure 1: Process Flow for Directory Proxy Server

The client connection policy contains a subtree view, which defines the portion of the DIT
available to clients. Once the Directory Proxy Server determines that the DIT is available, it
passes the reguest to the request processor, which defines the logic for processing the reguest.
The regquest processor then passes the request to a load-balancing a gorithm, which determines
the server in a set of serversresponsible for handling the request. Finally, the request is

passed to the LDAP external server. The LDAP externa server contains properties that define
the server’slocation in atopology and the health checks used to determine if the server is
functioning properly. This information may be used by the load-balancing algorithm in the
course of determining how to route requests.
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Architecture of an Entry-Balancing Directory Proxy Server Deployment

Figure 2, “Process Flow for Entry-Balancing Directory Proxy Server” describes how a client
reguest is treated in an entry-balancing deployment.
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Figure 2: Process Flow for Entry-Balancing Directory Proxy Server

Entry balancing is typically used when the data set it too large to fully cache on asingle server
or when the write performance reguirements of an environment are higher than can be achieved
with asingle replicated set of servers. In such cases, the data may be split across multiple sets
of servers, increasing the memory available for caching and the overall write performancein
proportion to the number of server sets.

Aswith asimple proxy deployment, the client request isfirst processed by the client connection
policy, which determines how the Directory Proxy Server communicates with a set of clients. It
contains a subtree view that represents the base DN for the entire deployment. The data set splits
beneath this base DN.

The request is then passed to the entry-balancing request processor. The entry-balancing

reguest processor contains a global attribute index property, which helps the request processor
determine which server set contains the entry and how to properly route the request. It also
contains a placement algorithm, which helpsit select the server set in which to place new entries
created by add requests.

Beneath the entry-balancing regquest processor are multiple proxying reguest processors that
handle multiple unique sets of data. These request processors pass the request to aload-
balancing algorithm, which determines which LDAP external server should handle the request.
Aswith asimple proxy deployment, this LDAP external server contains properties that define
the server’slocation and the health checks used to determine if the server isfunctioning

properly.
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For configuration information, see Configuring an Entry-Balancing Directory Proxy Server
Deployment. For information about entry-balancing replication, see Overview of Replication in
an Entry-Balancing Environment on page 176.

Directory Proxy Server Configuration Overview

The configuration of the Directory Proxy Server involves the following steps:

Configuring thelocationsfor your deployment. A location is a collection of servers that
share access and latency characteristics. For example, your deployment might include two
data centers, one in the east and one in the west. These data centers would be configured as
two locationsin the Directory Proxy Server. Each location is associated with a name and an
ordered list of failover locations, which could be used if none of the serversin the preferred
location are available.

Configuring the Directory Proxy Server location. Y ou need to update the configuration to
specify the location of the Directory Proxy Server instance.

Configuring health checksfor the LDAP external servers. You can configure at what
point the Directory Proxy Server considers an LDAP external server to be available, of
degraded availahility, or unavailable. Each health check can be configured to be used
automatically for all LDAP external serversor for a specified set of servers.

Configuring the LDAP exter nal servers. During this step, you define each of the external
directory servers, including the server type. You can configure Ping Identity Directory
Servers, Sun Java System Directory Servers, or generic LDAP servers. You aso assign the
server-specific health checks configured in the previous step.

Configuring the load-balancing algorithm. Y ou configure the load-balancing algorithm
used by the Directory Proxy Server to determine which server in a set of similar servers
should be used to process a client request. The Directory Proxy Server provides default
algorithms. It aso steps you through the creation of new algorithms by using an existing
algorithm as atemplate or by creating one from scratch.

Configuring the proxying request processor. In this step, you configure proxying request
processors that forward operations received by the Directory Proxy Server to other LDAP
externa servers.

Configuring subtree views. A subtree view defines the portion of the DIT availableto a
client. Each subtree view can be associated with aload-balancing algorithm to help distribute
the work load.

Configuring the client connection policy. Y ou configure policies to classify how different
client connections are managed by the Directory Proxy Server. The client connection policy
can be used to control the types of operations that a client may perform and the portion of the
DIT that the client can access. Restrictions configured in a client connection policy will take
precedence over any capabilities granted by access control or privileges.

12



Installing the Directory Proxy Server

Chapter

2

Installing the Directory Proxy Server

This section describes how to install Ping Identity Directory Proxy Server. It includes pre-
installation requirements and considerations.

It includes the following sections:

Topics:

» Before You Begin

* Preparing the Operating System

e Getting the Installation Packages

» Installing the Directory Proxy Server

« About the Layout of the Directory Proxy Server Folders
* Running the Server

e Stopping the Directory Proxy Server

e Uninstalling the Server

» Updating the Directory Proxy Server
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Before You Begin

The following sections describe requirements and considerations you should make before
installing the software and configuring the Ping Identity Directory Proxy Server objects.

Important:

Each Server Deployment Requires an Execution of Setup - Duplicating
a Server-root isnot Supported. The installation of the server does not

[ write or require any data outside of the server-root directory. After executing
set up, copying the server-root to another location or system, in order to
duplicate the installation, is not a supported method of deployment. The
server-root can be moved to another host or disk location if ahost or file
system change is needed.

It isaso highly recommended that a Network Time Protocol (NTP) system be in place so that
multi-server environments are synchronized and timestamps are accurate.

Defining a Naming Strategy for Server Locations

The various objects defined in the Ping Identity Directory Proxy Server will be specific to a
particular location. Location names are used to define a grouping of PingData Server products
based on physical proximity. For example, alocation is most often associated with asingle
datacenter location. During the installation, assign alocation to each server for optimal inter-
server behavior. The location assigned to a server within Global Configuration can be referenced
by components within the server as well as processes external to the server to satisfy "local”
versus "remote” decisions used in replication, load balancing, and failover.

Software Requirements: Java

For optimized performance, the Ping Identity Directory Proxy Server requires Javafor 64-bit
architectures. Y ou can view the minimum required Java version on your Customer Support
Center portal or contact your authorized support provider for the latest software versions
supported.

Even if your system aready has Javainstalled, you may want to create a separate Java
installation for use by the Ping Identity Directory Proxy Server to ensure that updates to the
system-wide Java installation do not inadvertently impact the Directory Proxy Server. This setup
requires that the JDK, rather than the JRE, for the 64-bit version, be downloaded.

To Install Java (Oracle/Sun)

1. Open abrowser and navigate to the Oracle download site.

14
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2. Download the latest version Java JDK. Click the JDK Download button corresponding to the
latest Java update.

3. Onthe Java JDK page, click the Accept Licence Agreement button, then download the
version based on your operating system.

To Install Java (IBM)
1. Open abrowser and navigate to the IBM download site.

2. Select the Java version for your operating system.

Preparing the Operating System

Y ou should make the following changes to your operating system depending on the production
environments on which the Ping Identity Directory Proxy Server will run.

Configuring the File Descriptor Limits

The Ping Identity Directory Proxy Server alows for an unlimited number of connections by
default, but is restricted by the file descriptor limit on the operating system. If needed, increase
the file descriptor limit on the operating system.

If the operating system relies on syst end, refer to the Linux operating system documentation for
instructions on setting the file descriptor limit.

To Set the File Descriptor Limit (Linux)

The Directory Proxy Server alows for an unlimited number of connections by default but is
restricted by the file descriptor limit on the operating system. Many Linux distributions have a
default file descriptor limit of 1024 per process, which may be too low for the server if it needs
to handle alarge number of concurrent connections.

Once the operating system limit is set, the number of file descriptors that the server will use can
be configured by either using aNUM_FI LE_DESCRI PTORS environment variable, or by creating a
config/numfile-descriptors filewithasingleline such as, NUM FI LE_DESCRI PTORS=12345.
If these are not set, the default of 65535 isused. Thisis strictly optional if wanting to ensure that
the server shuts down safely prior to reaching the file descriptor limit.

1. Display the current hard limit of your system. The hard limit is the maximum server limit
that can be set without tuning the kernel parametersin the pr oc filesystem.

ulimt -aH
2. Editthe/etc/sysctl. conf file. If thereisaline that setsthe value of thefs. fil e- max

property, make sureitsvalueis set to at least 65535. If there isno line that sets avalue for
this property, add the following to the end of thefile:
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fs.file-max = 65535

3. Editthe/etc/security/lints. conf file If thefile haslinesthat sets the soft and hard
limits for the number of file descriptors, make sure the values are set to 65535. If the lines are
not present, add the following lines to the end of the file (before “#End of file”). Also note
that you should insert atab, rather than spaces, between the columns.

* soft nofile 65535
* hard nofil e 65535

4. Reboot your system, and then usethe ul i ni t command to verify that the file descriptor limit
is set to 65535.

#ulimt -n

Note: For RedHat 7 or later, modify the 20- npr oc. conf file to set both the
open files and max user processes limits:

letc/security/limts.d/ 20-nproc.conf

L Add or edit the following lines if they do not already exist:
* sof t npr oc 65536
* sof t nofile 65536
* har d npr oc 65536
* hard nofile 65536
root sof t npr oc unlimted

Enabling the Server to Listen on Privileged Ports (Linux)

Linux systems do not provide a direct analog to the Solaris User and Process Rights
Management subsystems. Linux does have a similar mechanism called capabilities used to grant
specific commands the ability to do things that are normally only allowed for aroot account.
Thisis different from the Solaris model because instead of granting the ability to a specific user,
capabilities are granted to a specific command. It may be convenient to enable the server to
listen on privileged ports while running as a non-root user.

The set cap command is used to assign capabilities to an application. The

cap_net _bi nd_ser vi ce capability enables a service to bind a socket to privileged ports (port
numbers less than 1024). If Javaisinstalled in/ ds/ j ava (and the Java command to run the
server is/ ds/ j aval bi n/ j ava), the Java binary can be granted the cap_net _bi nd_ser vi ce
capability with the following command:

$ sudo setcap cap_net_bind_service=+eip /ds/javalbin/java

The java binary needs an additional shared library (1i bj 1 i . so) as part of the Javainstallation.
More strict limitations are imposed on where the operating system will look for shared libraries
to load for commands that have capabilities assigned. So it is also necessary to tell the operating
system whereto look for thislibrary. This can be done by creating thefile/etc/ | d. so. conf . d/
l'i bjIi.conf withthe path to the directory that containsthel i bj I i . so file. For example, if the
Javainstalationisin/ ds/j ava, the contents of that file should be:
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/ds/javallib/and64/jli

Run the following command for the change to take effect:

$ sudo ldconfig -v

To Set the Filesystem Flushes

With the out-of-the-box settings on Linux systems running the ext3 filesystem, the datais only
flushed to disk every five seconds. If the Directory Proxy Server is running on a Linux system
using the ext 3 filesystem, consider editing the mount options for that filesystem to include the
following:

conmi t =1

This variable changes the flush frequency from five seconds to one second.

Y ou should also set the flush frequency to the/ et ¢/ f st ab file. Doing the change via the mount
command alone will not survive across reboots.

Disable Filesystem Swapping

It is recommended that any performance tuning servicesliket uned be disabled. If performance
tuning isrequired, vm swappi ness can be set by cloning the existing performance profile then
adding vm swappi ness = 0 to the new profile€st uned. conf file. Thisfileislocated at / usr/

l'i b/ tuned/ profil e-name/t uned. conf. The updated profile isthen selected by running t uned-
adm profile custom zed_profile.

About Editing OS-Level Environment Variables

Certain environment variables can impact the Directory Proxy Server in unexpected ways. This
is particularly true for environment variables that are used by the underlying operating system to
control how it uses non-default libraries.

For this reason, the Directory Proxy Server explicitly overrides the values of key environment
variableslike PATH, LD_LIBRARY_PATH, and LD_PRELOAD to ensure that something set in
the environments that are used to start the server does not inadvertently impact its behavior.

If thereisalegitimate need to edit any of these environment variables, the values of those
variables should be set by manually editing the set _envi r onment _var s function of thel i b/
_script-util.sh script. Youwill need to stop (bin/stop-proxy) and re-start (bin/start-proxy)
the server for the change to take effect.

Install sysstat and pstack (Red Hat)

For Red Hat® Linux systems, you should install a couple of packages, sysst at and pst ack, that
are disabled by default, but are useful for troubleshooting purposesin the event that a problem
occurs. The troubleshooting tool col | ect - support - dat a usesthei ost at , npst at , and pst ack
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utilities to collect monitoring, performance statistics, and stack trace information on the server’s
processes. For Red Hat systems, make sure that these packages are installed, for example:

$ sudo yuminstall sysstat gdb dstat -y

Install dstat (SUSE Linux)

Thedst at utility isused by thecol I ect - support - dat a tool and can be obtained from the
OpenSuSE project website. The following example shows how to install the dst at utility on
SuSE Enterprise Linux 11 SP2:

1. Login as Root.
2. Add the appropriate repository using the zypper tool.
3. Insgtall thedst at utility.

$ zypper install dstat

Omit vm.overcommit_memory

Administrators should be aware that an improperly configured value for the
vm over conmi t _menory property inthe/ et c/ sysctl . conf file can causethesetup or start -
ds tool to fail.

For Linux systems, thevm over conmi t _nenory property sets the kernel policy for memory
allocations. The default value of 0 indicates that the kernel determines the amount of free
memory to grant anal | oc call from an application. If the property is set to a value other than
zero, it could lead the operating system to grab too much memory, depriving memory for the
setup Or start -ds tool.

We recommend omitting the property inthe/ et ¢/ sysct | . conf fileto ensure that enough
memory is available for these tools.

Managing System Entropy

Entropy is used to calculate random data that is used by the system in cryptographic operations.

Some environments with low entropy may have intermittent performance issues with SSL-based
communication. Thisis more typical on virtual machines, but can occur in physical instances as
well. Monitor the ker nel . random ent ropy_avai | insysct| valuefor best results.

If necessary, update $JAVA HOVE/ jre/li b/ security/java.security tousefile:/dev/./
ur andomfor the secur er andom sour ce property.

Getting the Installation Packages

To begin the installation process, obtain the latest ZIP release bundle from Ping Identity and
unpack it in afolder of your choice. The release bundle contains the Directory Proxy Server
code, tools, and package documentation.
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To Unpack the Build Distribution
1. Download the latest zip distribution of the Directory Proxy Server software.

2. Unzip the compressed zip archive file in a directory of your choice.
$ unzip PingDirectoryProxy-<version>. zip

Y ou can now set up the Directory Proxy Server.

About the RPM Package

PingData supports the Ping Identity Directory Proxy Server release bundle in an RPM Package
Manager (RPM) package for customers who require it. By default, the RPM unpacks the code
at /opt/ping-identity/proxy/PingDirectoryProxy, after which you can run the set up command to
install the server at that location.

If the RPM install fails for any reason, you can perform an RPM erase if the RPM database
entry was created and manually remove the target RPM install directory (e.g., “/opt/ping-
identity/proxy/PingDirectoryProxy” by default). Y ou can install the package again once the
system is ready.

To Install the RPM Package
1. Download the latest RPM distribution of the Directory Proxy Server software.

2. Unpack the build using the r pmcommand with the - -i nst al | option. By default, the build
isunpacked to/ opt / pi ng-i dent i ty/ proxy/ Pi nghi r ect or yPr oxy. If you want to place the
build at another location, use the - - pr ef i x option and specify the file path of your choice.

$ rpm--install pingdirectoryproxy-<version>.rpm

3. From /opt/ping-identity/proxy/PingDirectoryProxy/PingDirectoryProxy, run the set up
command to install the server on the machine.

Installing the Directory Proxy Server

When you deploy Ping Identity Directory Proxy Server in atopology, you generally deploy
them in pairs. These pairs are configured identically except for their host name, port name, and
possibly their location.

To help administrators easily install identical proxies, the Directory Proxy Server allows you
to clone a proxy configuration. First, you install a Directory Proxy Server using the set up
tool. Then, you configureit using thecreat e-i ni ti al - pr oxy- confi g tool described in Using
the create-initial-proxy-config Tool. Finally, you run the set up tool on subsequent servers,
indicating that you want to clone the configuration on a peer server.
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The following sections describe the setup tool in more detail, and tell you how to install first and
subsequent proxiesin your topology.

About the setup Tool

One of the strengths of the Ping Identity Directory Proxy Server isthe ease with which you can
install a server instance using the set up tool. The set up tool allowsyou to quickly install and
configure a stand-alone Directory Proxy Server instance.

Toinstall a server instance, run the set up tool in one of the following modes: interactive
command-line, or non-interactive command-line mode.

* Interactive Command-Line Mode. Interactive command-line mode prompts for
information during the installation process. To run the installation in this mode, use the
setup --cli command.

* Non-Interactive Command-Line M ode. Non-interactive command-line mode is designed
for setup scripts to automate installations or for command-line usage. To run the installation
in this mode, set up must be run with the - - no- pr onpt option as well as the other arguments
required to define the appropriate initial configuration.

All installation and configuration steps should be performed while logged on to the system as
the user or role under which the Directory Proxy Server will run.

Installing the First Directory Proxy Server in Interactive Mode

The set up tool provides an interactive text-based interface to install a Directory Proxy Server
instance.

To Install the First Directory Proxy Server in Interactive Mode
1.

2. Press Enter to accept the default of no in response to adding this new server to an existing
topology.

Wul d you like to add this server to an existing Directory Proxy Server topol ogy?
(yes / no) [no]:

3. Enter the fully qualified hostname for this server, or press Enter to accept the default.

4. Createtheinitial root user DN for this server, or press Enter to accept the default.

5. Enter and confirm a password for this account.

6. To enablethe Directory Proxy Server services (Configuration, Documentation, and SCIM)
and Administrative Console over HTTPS, press Enter to accept the default. After setup,

individual services can be enabled or disabled by configuring the HTTPS Connection
Handler.
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7. Enter the port on which the Directory Proxy Server should accept connections from HTTPS
clients, press Enter to accept the defauilt.

8. Enter the port on which the Directory Proxy Server should accept connections from LDAP
clients, press Enter to accept the defauilt.

9. The next two options enable LDAPS and StartTL S. Press Enter to accept the default (yes),
or type no. If either are enabled, certificate options are required. To use the Java Keystore or
the PKCS#12 keystore, the keystore path and the key PIN are required. To use the PK CS#11
token, only the key PIN isrequired.

10.Choose a certificate server option:

Certificate server options:
1) CGenerate self-signed certificate (recomended for testing purposes only)
2) Use an existing certificate |ocated on a Java Keystore (JKS)
3) Use an existing certificate |ocated on a PKCS#12 keystore
4) Use an existing certificate on a PKCS#11 t oken

11.To configure your Directory Proxy Server to use entry balancing, typeyes, or accept the
default no. In an entry balancing environment, entries immediately beneath the balancing
base DN are divided into digjoint subsets. Each subset of datais handled by a separate
set of one or more directory server instances, which replicate this subset of data between
themselves. Choosing yes will enable more memory be allocated to the server and tools.

12.Choose the option for the amount of memory to assign to this server.

13.Enter an option to setup the server with the current configurtion, provide new parameters, or
cancel.

14.0nce setup is complete, choose the next configuration option.

This server is now ready for configurati on What woul d you like to do?

1) Start 'create-initial-proxy-config' to create a basic
initial configuration (recomended for new users)
2) Start 'dsconfig' to create a configuration from scratch

3) Quit

Enter choice [1]:

To Install Additional Directory Proxy Server Instances in Interactive Mode

The set up tool provides an interactive text-based interface to install a Directory Proxy Server
instance that clones a previously installed Directory Proxy Server instance.

1

2. Enter yes in response to add this new server to an existing topology.

Wul d you like to add this server to an existing Directory Proxy Server topol ogy?
(yes / no) [no]: yes

3. Enter the host name of the Directory Proxy Server from which configuration settings are
copied during setup.

Enter the hostnane of the peer Directory Proxy Server from which you would I|ike
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to copy configuration settings. [proxy.exanple.con:

4. Typethe port number of the peer Directory Proxy Server from which configuration settings
are copied during setup. Y ou can press Enter to accept the default port, which is 389.

Enter the port of the peer Directory Proxy Server [389]:

5. Enter the option corresponding to the type of connection you want to use to connect to the
peer Directory Proxy Server.
How woul d you like to connect to the peer Directory Proxy Server?
1) None

2) SSL
3) StartTLS

Enter choice [1]:

6. Typetheroot user DN of the peer Directory Proxy Server, or press Enter to accept the
default (cn=Directory Manager), and then type and confirm the root user password.

Enter the manager account DN for the peer Directory Proxy Server [cn=Directory
Manager] :
Enter the password for cn=Directory Manager:

7. Enter the host name of the new local Directory Proxy Server.

Enter the fully qualified host nane or | P address of the |ocal host
[ proxy. exanpl e. coni :

8. Choose the location of your new Directory Proxy Server instance or enter anew one.

Choose the location for this Directory Proxy Server
1) east
2) Specify a new |l ocation

Enter choice [1]:

Installing the First Directory Proxy Server in Non-Interactive Mode

Y ou can run the set up command in non-interactive mode to automate the installation process
using a script or to run the command directly from the command line. If thereisamissing or
incorrect argument, the set up tool fails and aborts the process.

The set up tool automatically chooses the maximum heap size. Y ou can manually tune the
maximum amount of memory devoted to the server’s process heap using the - - maxHeapSi ze
option. The - - maxHeapSi ze argument is only valid if the - - ent r yBal anci ng or - -

aggr essi veJVMIuni ng options are also present.

For example, use the - - aggr essi veJVMIuni ng option to set the maximum amount of memory
used by the Directory Proxy Server and tools as follows:

--aggr essi veJVMIuni ng -- maxHeapSi ze 256m
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If you are using entry balancing, tune the amount of memory devoted to the Directory Proxy
Server using the - - ent r yBal anci ng option as follows:

--entryBal anci ng -- maxHeapSi ze 1g

The amount of memory allowed when using the - - ent r yBal anci ng option is calculated
and depends on the amount of system memory available. If you are using entry balancing
and also want the tools to get more memory, include both the - - ent r yBal anci ng and the - -
aggr essi veJVMIuni ng options.

--entryBal anci ng --aggressi veJVMIuni ng -- maxHeapSi ze 1g

If you have already configured atruststore, you can also use the setup tool to enable security.
The following example enables security, both SSL and StartTLS. It also specifiesa JKS
Keystore and Truststore that define the server certificate and trusted CA. The passwords for
the keystore files are defined in the corresponding .pin files, where the password is written on
thefirst line of thefile. The valuesin the .pin fileswill be copied to the ser ver-r oot/ config
directory inthekeyst ore. pi n file.

Note that the password to the private key within the keystore is expected to be the same as

the password to the keystore. If thisis not the case, the private key password can be defined
within the Administrative Console or dsconf i g by editing the Trust Manager Provider standard
configuration object.

$ env JAVA HOVE=/ds/java ./setup --cli \

--no-pronpt - r00tUserDN ‘cn=Di rectory Manager" \
--root User Password "password" --1dapPort 389 \
--enabl eStart TLS --1 dapsPort 636 \
--useJavaKeystore /path/to/ devkeystore.jks \
--keySt orePasswor dFi | e / pat h/to/ devkeystore.pin \
--certNi ckName server-cert \
--useJavaTrust Store /path/to/devtruststore.jks \
--trust StorePasswordFil e /path/to/ devtruststore.pin \
--accept Li cense

To Install the First Directory Proxy Server in Non-Interactive Mode

e Useset up withthe- - no- pronpt option. The command uses the default root user DN
(cn=Di rect or Manager ) with the specified - - r oot User Passwor d option. Y ou must include
the - - accept Li cense option or the set up tool will generate an error message.

$ env JAVA_ HO\/E—/ ds/java ./setup --no-pronpt \
-root User DN " cn=Di r ectory Manager \

--root User Password "password" --I|dapPort 389 \

--accept Li cense

To Install Additional Directory Proxy Server in Non-Interactive Mode

Y ou can run the set up command in non-interactive mode to automate the installation process
using a script or to run the command directly from the command line. If thereisamissing or
incorrect argument, the set up tool fails and aborts the process.

To Install Additional Directory Proxy Server in Non-Interactive Mode

* Useset up withthe - - no- pronpt option.
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$ env JAVA HOVE=/ds/java ./setup --cli --no-pronpt \
--root UserDN "cn=Di rectory Manager" \
--root User Password "password" --1dapPort 1389 \

- -l ocal Host Name proxy2. exanpl e.com \
- - peer Host Name proxyl. exanpl e. com - - peer Port 389 \
--peer UseNoSecurity --acceptLicense --1ocation austinl

Installing the Directory Proxy Server with a Truststore in Non-Interactive Mode

If you have aready configured atrust store, you can also use the set up tool to enable security.
The following example enables SSL security. It also specifies a JKS Keystore and truststore that
define the server certificate and trusted CA. The passwords for the keystore files are defined in
the corresponding .pin files, where the password is written on the first line of the file. The values
in the .pin fileswill be copied to the ser ver - root / confi g directory in the keyst or e. pi n and
truststore. pinfiles.

Note: The password to the private key within the keystore is expected to be
the same as the password to the keystore. If thisis not the case, the private
key password can be defined within the Administrative Console or dsconfi g
by editing the Key Manager Provider standard configuration object.

To Install the Directory Proxy Server with a Truststore in Non-Interactive Mode

* Runtheset up tool to install a Directory Proxy Server with atruststore.

$ env JAVA HOVE=/ds/java ./setup --cli \
--no-pronpt --rootUserDN "cn=Directory Manager" \
--root User Password "password" \
--l dapPort 389 --IldapsPort 636 \
--useJavaKeystore /path/to/ devkeystore.jks \
--keySt orePasswor dFi | e / path/to/ devkeystore.pin \
--certNi ckName server-cert \
--useJavaTrust Store /path/to/devtruststore.jks \
--accept Li cense

In order to update the trust store, the password nust be provided
See 'prepare-external -server --help' for general overview

Testing connection to ds-east-01. exanpl e.com 1636 ..... Done
Testing 'cn=Proxy User,cn=Root DNs, cn=config'" access .....
Created ' cn=Proxy User,cn=Root DNs, cn=config'

Testing 'cn=Proxy User,cn=Root DNs, cn=config'" access ..... Done

Testing 'cn=Proxy User, cn=Root DNs, cn=config' privileges ..... Done
Veri fyi ng backend ' dc=exanpl e, dc=com ..... Done
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About the Layout of the Directory Proxy Server Folders

Once you have unzipped the Directory Proxy Server distribution file, the following folders and
command-line utilities are available.

Table 1: Layout of the Directory Proxy Server Folders

Directories/Files/Tools

Description

License.txt Licensing agreement for the Directory Proxy Server.

README README file that describes the steps to set up and start the Directory Proxy Server.

bak Stores the physical backup files used with the backup command-line tool.

bat Stores Windows-based command-line tools for the Directory Proxy Server.

bin Stores UNIX/Linux-based command-line tools for the Directory Proxy Server.

classes Stores any external classes for server extensions.

collector Used by the server to make monitored statistics available to the Data Metrics Server.

config Stores the configuration files for the backends (admin, config) as well as the directories
for messages, schema, tools, and updates.

docs Provides the product documentation.

import-tmp Stores temporary imported items.

Idif Stores any LDIF files that you may have created or imported.

legal-notices Stores any legal notices for dependent software used with the Directory Proxy Server.

lib Stores any scripts, jar, and library files needed for the server and its extensions.

locks Stores any lock files in the backends.

logs Stores log files for the Directory Proxy Server.

metrics Stores the metrics that can be gathered for this server and surfaced in the Data Metrics
Server.

resource Stores the MIB files for SNMP and can include Idif files, make-Idif templates, schema

files, dsconfig batch files, and other items for configuring or managing the server.

revert-update

The r evert - updat e tool for UNIX/Linux systems.

revert-update.bat

The r evert - updat e tool for Windows systems.

setup

The set up tool for UNIX/Linux systems.

setup.bat

The set up tool for Windows systems.

scim-data-tmp

Used to create temporary files containing SCIM request data.

uninstall The uni nst al | tool for UNIX/Linux systems.

uninstall.bat The uni nst al | tool for Windows systems.

update The updat e tool for UNIX/Linux systems.

update.bat The updat e tool for Windows systems.

Velocity Stores any customized Velocity templates and other artifacts (CSS, Javascript, images),

or Velocity applications hosted by the server.

Running the Server

To start the Directory Proxy Server, run the bin/start-proxy command on UNIX or Linux
systems (an analogous command isin the bat folder on Microsoft Windows systems). The
bin/start-proxy command starts the Directory Proxy Server as a background process when no
options are specified. To run the Directory Proxy Server as aforeground process, use the bin/
start-proxy command with the - - nodet ach option.
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To Start the Directory Proxy Server

Use bin/start-proxy to start the server.

$ bin/start-proxy

To Run the Server as a Foreground Process

1. Enter bin/start-proxy with the - - nodet ach option to launch the Directory Proxy Server asa
foreground process.

$ bin/start-proxy --nodetach

2. You can stop the Directory Proxy Server by pressing CNTRL+C in the terminal window where
the server is running or by running the bin/stop-proxy command from another window.

To Start the Server at Boot Time

By default, the Ping Identity Directory Proxy Server does not start automatically when the
system is booted. Instead, you must manually start it with the bin/start-proxy command. To
configure the Directory Proxy Server to start automatically when the system boots, use the
create-rc-script utility to create arun control (RC) script, or create the script manually.

1. Create the startup script.

$ bin/create-rc-script --outputFile PingDirectoryProxy.sh --userNanme ds

2. Asaroot user, move the generated PingDirectoryProxy.sh script into the/etc/init. d
directory and create symlinksto it from the/ et ¢/ r c3. d directory (staring with an “S’ to
ensure that the server is started) and / et ¢/ r c0. d directory (starting with a“K” to ensure that
the server is stopped).

mv PingDirectoryProxy.sh /etc/init.d/

# g
#1n -s /etc/init.d/PingDirectoryProxy.sh/etc/rc3.d/ S50-boot -ds. sh
#1n -s /etc/init.d/ PingDirectoryProxy.sh /etc/rc0.d/K50-boot-ds. sh

Some Linux implementations may not like the “-" in the scripts. If your scripts do not work,
try renaming the scripts without the dashes. Y ou can also try symlinking the S50* file into
the/etc/rc3.dorthe/etc/rco0. d directory or both, based on whatever runlevel the server
enters when it starts. Some Linux systems do hot even usei ni t . d- st yl e startup scripts,

so depending on whatever flavor of Linux you are using you might have to put the script
somewhere else or use some other mechanism for having it launched at startup.

3. Log out asroot, and re-assume the dsrole if you are on a Solaris system.
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Logging into the Administrative Console

After the server isinstalled, access the Administrative Console, htt ps: / / ser ver - name/
consol e/ | ogi n, to verify the configuration and manage the server. To log into the
Administrative Console, use theinitial root user DN specified during setup (by default
cn=Di rectory Manager).

Thedsconfi g command or the Administrative Console can be used to create additional root
DN usersin cn=Root DNs, cn=confi g. These new usersrequire the fully qualified DN as the
login name, such as cn=new- adni n, cn=Root DNs, cn=conf i g. TO use asimple user name (with
out the cn= prefix) for logging into the Administrative Console, the root DN user must have the
al t er nat e- bi nd- dn attribute configured with an alternate name, such as"admin."

By default the link to the Administrative Consoleisht t ps: / / ser ver - nane/ consol e/ | ogi n.

If the Administrative Console needs to run in an external container, such as Tomcat, a separate
package can be installed according to that container's documentation. Contact Ping Identity
Customer Support for the package location and instructions.

Stopping the Directory Proxy Server

The Directory Proxy Server provides a simple shutdown script, bin/stop-proxy, to stop the
server. You can run it manually from the command line or within a script.

If the Directory Proxy Server has been configured to use alarge amount of memory, then it can
take several seconds for the operating system to fully release the memory and make it available
again. If you try to start the server too quickly after shutting it down, then the server can fail
because the system does not yet have enough free memory. On UNIX systems, run the vist at
command and watch the values in the "free" column increase until all memory held by the
Directory Proxy Server isreleased back to the system.

Y ou can also set a configuration option that specifies the maximum shutdown time a process
may take.

To Stop the Server

» Usethe bin/stop-proxy tool to shut down the server.

$ bi n/ st op- pr oxy

To Schedule a Server Shutdown

» Usethebi n/ st op- ds tool with the - - st opTi me  YYYYMVDDhhnmss option to schedule a server
shutdown.
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The Directory Proxy Server schedules the shutdown and sends a notification to the

server. out log file. The following example sets up a shutdown task that is scheduled to be
processed on June 6, 2012 at 8:45 A.M. CDT. The server uses the UTC time format if the
provided timestamp includes atrailing “Z”, for example, 20120606134500Z. The command
also usesthe - - st opReason option that writes the reason for the shut down to the logs.

$ bin/stop-ds --stopTine 20120606134500Z --port 1389 \

- - bi ndDN " ui d=adni n, dc=exanpl e, dc=conf - - bi ndPassword secret \
- -stopReason "Schedul ed of fline maintenance"

To Restart the Server

Re-start the Directory Proxy Server using the bin/stop-proxy command with the - -restart or
- R option. Running the command is equival ent to shutting down the server, exiting the VM
session, and then starting up again.

» Go to the server root directory, and run the bin/stop-proxy command with the- R or - -
restart options.

$ bin/stop-proxy --restart

Uninstalling the Server

The Directory Proxy Server provides an uni nst al I command-line utility for quick and easy
removal of the code base.

To uninstall aserver instance, run the set up tool in one of the following modes: interactive
command-line, or non-interactive command-line mode.

» Interactive Command-Line Mode. Interactive command-line mode is a text-based interface
that prompts the user for input. Y ou can start the command using the bi n/ uni nst al |
command with the - - cl i option. The utility prompts you for input if more datais required.

« Non-Interactive Command-Line M ode. Non-interactive mode suppresses progress
information from being written to standard output during processing, except for fatal errors.
This mode is convenient for scripting and isinvoked using the bi n/ uni nst al I command
with the - - no- pronpt option.

Note: For stand-alone installations with a single Directory Proxy Server
instance, you can also manually remove the Directory Proxy Server by
stopping the server and recursively deleting the directory and subdirectories.
For example:

$ rm-rf /ds/PingDirectoryProxy
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To Uninstall the Server in Interactive Mode

Interactive mode uses a text-based, command-line interface to help you remove your instance.
If uni nst al | cannot remove all of the Directory Proxy Server files, the uni nst al | tool
generates a message with alist of the files and directories that must be manually deleted. The
uni nst al | command must be run as either the root user or the same user (or role) that installed
the Directory Proxy Server.

1

From the server root directory, run the uni nst al I command.

$ ./uninstall --cli

Select the components to be removed. If you want to remove all components, press Enter to
accept the default (remove all). Enter the option to specify the specific components that you
want to remove.

Do you want to renove all conponents or select the conponents to renove?

1) Renove all conponents
2) Sel ect the conponents to be renoved

g) quit
Enter choice [1]:

For each type of server component, press Enter to remove them or type no to keep it.

Renpbve Server Libraries and Adnministrative Tool s? (yes / no) [yes]:
Renpove Dat abase Contents? (yes / no) [yes]:

Rermove Log Files? (yes / no) [yes]:

Renmove Configuration and Schema Files? (yes / no) [yes]:

Renpve Backup Files Contained in bak Directory? (yes / no) [yes]:
Rermove LDIF Export Files Contained in |dif Directory? (yes / no) [yes]:

If the Directory Proxy Server is part of areplication topology, type yes to provide your
authentication credentials (Global Administrator 1D and password). If you are uninstalling a
stand-alone server, continue to step 7.

Type the Global Administrator ID and password to remove the references to this server in
other replicated servers. Then, type or verify the host name or | P address for the server that
you are uninstalling.

Next, select how you want to trust the server certificate if you have set up SSL or StartTLS.
For this example, press Enter to accept the default.

How do you want to trust the server certificate for the Directory Proxy Server
on server.exanpl e. com 389?

1) Automatically trust
2) Use a trust store
3) Manual ly validate

Enter choice [3]:

If your Directory Proxy Server isrunning, the server is shutdown before continuing the
uninstall process. The uninstall processes the removal requests and completes. View the logs
for any remaining files. Manually remove any remaining files or directories, if listed.
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To Uninstall the Server in Non-Interactive Mode

Theuni nst al | utility provides a non-interactive method to enter the command with the - -

no- pronpt option. Another useful argument isthe - - f or ceOnEr r or option that continues the
uninstall process when an error is encountered. If an option isincorrectly entered or if arequired
option is omitted and the - - f or ceOnEr r or option is not used, the command will fail and abort.

1. From the server root directory, run uni nst al | tool with the - - renove-al I option to
remove all of the Directory Proxy Server’slibraries. The - - qui et option suppresses output
information and is optional. The following command assumes that the Directory Proxy
Server is stand-alone and not part of a replication topology.

$ ./uninstall --cli --renpve-all --no-pronpt --quiet --forceOnError

2. If any files or directories remain, manually remove them.

To Uninstall Selected Components in Non-Interactive Mode

From the server root directory, run uni nst al I with the - - backup-fi | es option to remove
the Directory Proxy Server’s backup files. Usethe - - hel p or - H option to view the other
options available to remove specific components.

$ ./uninstall --cli --backup-files --no-pronpt --quiet --forceOnError

To Uninstall the RPM Build Package

1. From the server root directory, remove the RPM package use the - - er ase option with the
<rpm-id>. The <rpm-id> is pingdirectoryproxy and removes the files at /opt/ping-identity/
proxy/PingDirectoryProxy/PingDirectoryProxy.

$ rpm --erase pingdirectoryproxy

2. Ther pmcommand specifiesif any files or directories require manua deletion. Manually
remove any remaining directories or filesusingrm -rf <directory>.

Updating the Directory Proxy Server

Ping Identity issues new software builds periodically and distributes the software package in zip
format. Administrators can use the Directory Proxy Server’supdat e utility to update the current
server code with the latest features and bug fixes. To update the Directory Proxy Server to a
newer version, download the build package, and then unzip the new server package on the same
host as the server that you wish to update. Before upgrading a server, you should ensure that it is
capable of starting without severe or fatal errors.
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During an update process, the updater checks a manifest file that contains a M D5 checksum of
each fileinitsoriginal state when installed from zip. Next, it compares the checksum of the new
server filesto that of the old server. Any filesthat have different checksums will be updated. For
filesthat predates the manifest file generation, the file is backed up and replaced. The updater
aso logsall file changesin the history directory to tell what files have been changed.

For schema updates, the updat e tool preserves any custom schema definitions (99- user . I di f).
For any default schema element changes, if any, the updater will warn the user about this
condition and then create a patch schemafile and copy it into the server’s schemadirectory. For
configuration files, the update tool preserves the configuration file, confi g. I di f, unless new
configuration options must be added to the Directory Proxy Server.

Once the updater finishesits processing, it checksif the newly updated server starts without any
fatal errors. If an error occurs during the update process, the updat e tool reverts the server root
instance to the server state prior to the update.

To Update the Directory Proxy Server

Assume that an existing version of the Directory Proxy Server is stored at PingDirectoryProxy-
old, which you want to update.

1. Make sure you have complete, readable backup of the existing system before upgrading the
Directory Proxy Server build. Also, make sure you have a clear backout plan and schedule.

2. Download the latest version of the Ping Identity Directory Proxy Server software and unzip
the file. For this example, let’s assume the new server islocated in the PingDirectoryProxy-
new directory.

3. Check the version number of the newly downloaded Directory Proxy Server instance using
the - - ver si on option on any command-line utility. For example, you should see the latest
revision number.
$ PingDirectoryProxy-new setup --version Ping Identity Directory Proxy

Server 6.0.1.0
Bui |l d 2011043200609Z Revi si on 9235

4. Usethe updat e tool of the newly unzipped build to update the Directory Proxy Server code.
Make sure to specify the Directory Proxy Server instance that you are upgrading with the
--server Root option. The Directory Proxy Server must be stopped for this update to be

applied.

$ PingDirectoryProxy-new update --serverRoot PingDirectoryProxy-old

Note: The Ping Identity Directory Proxy Server provides aweb console
called the Administrative Console, to configure and monitor the server. If
you update the Directory Proxy Server version, you should aso update the
Administrative Console.
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5. View thelog file to see which files were changed. Thelog fileislocated in the <ser ver -
root >/ hi st ory directory. For example, the file will be |abelled with the Directory Proxy
Server version number and revision.

$ view <server-root>/history/1272307020420-6. 0. 1. 0. 9235/ updat e. | og

To Upgrade the RPM Package

If the Linux RPM package was used to install the Directory Server, the following should be
performed to upgrade the server.

* Assume that the new RPM package, pingdirectoryproxy-<new-version>.rpm, is placed in
the server root directory. From the server root directory, run the r pmcommand with the - -
upgr ade option.
$ rpm - -upgrade pingdirectoryproxy-<new version>.rpm
The RPM package does not support arevert option once the build is upgraded.

The upgrade history is written to /opt/ping-identity/proxy/
PingDirectoryProxy/PingDirectoryProxy/history/<timestamp>/update.l og.

Reverting an Update

Once the Directory Proxy Server has been updated, you can revert to the most recent version
(one level back) using ther evert - updat e tool. Therevert - updat e tool accesses alog of file
actions taken by the updater to put the filesystem back to its prior state. If you have run multiple
updates, you can runther evert - updat e tool multiple times to revert to each prior update
sequentially. Y ou can only revert back one level. For example, if you have run the update twice
sincefirst installing the Directory Proxy Server, you can run ther ever t - updat e command to
revert to its previous state, then run ther ever t - updat e command again to return to its original
state.

L Note: The Ping Identity Directory Proxy Server will be stopped during the
- revert - updat e process.

To Revert to the Most Recent Server Version

Userevert - updat e in the server root directory revert back to the most recent version of the
server.

$ PingDirectoryProxy-ol d/revert-update

Configure SCIM After Upgrade

Modificationsin SCIM PATCH are mapped directly to LDAP modifications to use the matching
rules configured in the Directory Proxy Server, when matching deleted values. Since the SCIM
PATCH is now applied by the Directory Server, the Permissive Modify Request Control
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(1.2.840.113556.1.4.1413) is now required by the SCIM component. This ensures that adding an
existing value or deleting a non-existent value in the PATCH request will not generate an error.
This affects upgrades from server versions prior to 5.0.0.

To continue using the SCIM component after an upgrade, access controls and configuration
must be updated to allow access to the Permissive Maodify Request Control. Run the dsconfi g
commands to update these components:

$ dsconfig set-access-control -handl er-prop \
--renove 'global -aci:(targetcontrol ="1.3.6.1.1.13.2
1.2.840.113556.1.4.319 || 2.16.840.1.113730.3.4.9 |
"Aut henti cated access to controls used by the SCIM s
userdn="ldap:///all";)

|| 1.2.840.113556.1.4.473 |
1.3.6.1.1.12")(version 3.0; ac
rvl et

ervlet extension"; allow (all)

$ dsconfig set-access-control -handl er-prop \
--add 'gl obal -aci:(targetcontrol ="1.3.6.1.1.13.2 || 1.2.840.113556.1.4.473
|] 1.2.840.113556.1.4.319 || 2.16.840.1.113730.3.4.9 || 1.3.6.1.1.12 |
1.2.840.113556. 1. 4. 1413") (version 3.0;acl "Authenticated access to controls used by the
SCI M servl et extension"; allow (all) userdn="ldap:///all";)

dsconfi g set-request-processor-prop \
--processor-nane dc_exanpl e_dc_comreq-processor \
--add supported-control -o0id: 1. 2.840. 113556. 1. 4. 1413

In the last command, dc_exanpl e_dc_com r eg- pr ocessor isthe default processor name.
Replace it with the correct name for your system.
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Configuring the Directory Proxy Server

Chapter
3 Configuring the Directory Proxy Server

Once you haveinitially configured the Ping Identity Directory Proxy Server, you can manage
your deployment using the configuration framework and management tools. This chapter briefly
describes these tools and provides procedures to help you maintain and update your deployment.

It includes the following sections:
Topics:

» Overview of the Configuration and Management Tools
* Using the create-initial-proxy-config Tool

» Configuring a Standard Directory Proxy Server Deployment
» About dsconfig Configuration Tool

» Using the Configuration API

* Generating a Summary of Configuration Components
e Configuring Server Groups

» Domain Name Service (DNS) Caching

» |IP Address Reverse Name Lookups

» Configuring Traffic Through a Load Balancer

* Managing Root Users Accounts

» Configuring Locations

» Configuring Batched Transactions

* Configuring Server Health Checks

» Configuring LDAP External Servers

« Configuring Load Balancing

» Configuring Proxy Transformations

» Configuring Request Processors

« Configuring Server Affinity

» Configuring Subtree Views

» Configuring Client Connection Policies

« Configuring Globally Unique Attributes

* Configuring the Global Referential Integrity Plug-in

« Configuring an Active Directory Server Back-end

35



Configuring the Directory Proxy Server

Overview of the Configuration and Management Tools

The Ping Identity Directory Proxy Server configuration can be accessed and modified in the
following ways:

Thecreate-initial-proxy-configtool. Thiscommand-line tool can be used to initially
configure the Directory Proxy Server. We strongly recommend that you use the cr eat e-
initial-proxy-configtool for your initial Directory Proxy Server configuration. This
tool prompts you for basic information about your topology, including external servers,
their locations, and credentials for communicating with them. Once the configuration is
complete, the tool writes the configuration to adsconfi g batch file and allows you to apply
the configuration to the local Directory Proxy Server.

Using the Administrative Console. The Ping Identity Directory Proxy Server provides

an Administrative Console for graphical server management and monitoring. The console
provides equivalent functionality asthe dsconfi g command for viewing or editing
configurations. All configuration changes using thistool are recorded in| ogs/ confi g-

audi t . | og, which aso has the equivalent reversion commands should you need to back out
of aconfiguration.

Using the dsconfig Command-Line Tool. Thedsconfi g tool is atext-based menu-

driven interface to the underlying configuration. The tool runs the configuration using three
operational modes: interactive command-line mode, non-interactive command-line mode,
and batch mode. All configuration changes made using thistool are recorded in | ogs/
config-audit.log.

Thepr epar e- ext er nal - server tool. Thistool can be used to configure communication
between the Ping Identity Directory Proxy Server and the external directory server. Thistool
can be used in conjunction with cr eat e- i ni ti al - proxy- confi g or dsconfig to simplify
configuring your Directory Proxy Server deployment. For more information about using this
tool, see To Configure Server Communications Using the prepare-exter nal-server Tool.

Using the create-initial-proxy-config Tool

Thecreate-initial-proxy-config tool helpsyou to initially configure the local Directory
Proxy Server. You are prompted to launch thistool after installing the Directory Proxy Server.
The tool assumes the following about your topology:

All servers are accessible through a single user account. This user account must be a root
user that is not generally accessible to clients to avoid inadvertent changes, deletions, or
backend server availability issues due to reimporting data.

All servers support the same type of communication security.

All external servers are any combination of Ping Identity Directory Server, Sun Directory
Server, or Red Hat (including Fedora and 389) instances.

36



Configuring the Directory Proxy Server

If your topology does have these characteristics, you can use the tool to define abasic
configuration that is saved to adsconf i g batch file. Y ou can then run the dsconf i g tool to fine-
tune the configuration. Y ou can also use this tool to configure an entry balancing configuration,
which alows you to automatically spread entries below a common parent among multiple sets
of directory servers for improved scalability and performance.

Thecreate-initial -proxy-configtool producesalogfilecalled creat e-initial - proxy-
config. 1 og that is stored in the local Directory Proxy Server’si ogs directory.

You can only run thecr eat e-i ni ti al - proxy- conf i g tool once for the initial configuration

of each Directory Proxy Server instance. To tune your configuration, use the dsconf i g tool.
When installing a second Directory Proxy Server, it will not be necessary to run thecr eat e-
ini tial-proxy-config tool again, asthe Directory Proxy Server setup has the ability to clone
the settings from an existing Directory Proxy Server.

This section describes how to use thistool to configure a standard Directory Proxy Server
deployment as well as an entry balancing configuration.

Configuring a Standard Directory Proxy Server
Deployment

This section describes how to install a standard Directory Proxy Server deployment using the
create-initial-proxy-config tool. Remember that you deploy the Directory Proxy Server in
pairs. Each pair should be configured identically except for their host name, port, and possibly
their location.

To Configure a Standard Directory Proxy Server Deployment

1. Afterinitial installation, select the number to start thecreat e-i ni ti al - proxy- confi g tool
automatically. Otherwise, run it manually at the command line from the server root directory,
<server-root>/PingDirectoryProxy.

$ ./bin/create-initial-proxy-config

2. Theinitia proxy configuration presents the assumptions about the underlying Directory
Server backend servers. If the servers do not meet the requirements, then you can enter "no"
to quit the process.

Sone assunptions are made about the topology in order to keep this tool sinple:

1) all servers will be accessible via a single user account

2) all servers support the sane comuni cation security type

3) all servers are PingData, Alcatel-Lucent 8661, Sun
Java System 5.x, 6.x, or 7.x, or Red Hat (including Fedora and 389)
directory servers

If your topol ogy does not have these characteristics you can use this tool to define
a basic configuration and then use the 'dsconfig' tool or the Adm nistrative Consol e
to

fine tune the configuration.

Continue? (yes / no) [yes]:
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3.

Enter the DN for the Directory Proxy Server user account, then enter and confirm the
password for this account. Note that you should not use cn=Di r ect ory Manager account for
communication between the Directory Proxy Server and the Directory Server. For security
reasons, the account used to communicate between the Directory Proxy Server and the
Directory Server should not be directly accessible by clients accessing the Directory Proxy
Server. For more information about this account, see Configuring LDAP External Servers.

Enter the DN of the proxy user account [cn=Proxy User, cn=Root DNs, cn=config]:
Enter the password for 'cn=Proxy User,cn=Root DNs, cn=config':
Confirmthe password for 'cn=Proxy User,cn=Root DNs, cn=config':

Specify whether you will be using secure communication with the Directory Server
instances.
>>>> External Server Communication Security

Specify the type of security that the Directory Proxy Server will use when
comuni cating with directory server instances:

1) None

2) SSL

3) StartTLS
b) back

q) quit

Enter choice [1]:

Specify the base DNs of the Directory Server instances that will be accessed through the
Directory Proxy Server. The Directory Proxy Server will create subtree views using each
base DN to define portions of the external servers DIT available for client access. Y ou can
specify more than one base DN. Press Enter when you have finished specifying the DN(s).

Enter a base DN of the directory server instances that will be accessed through the
Identity Proxy:

b) back

q) quit

Enter a DN or choose a menu item [dc=exanpl e, dc=con :

Next, specify if the entries under your defined subtree view will be split across multiple
serversin an entry balanced deployment. For this example, press Enter to accept the default
(Ilnoll).

Define alocation for your server, such as the name of your data center or the city where the
server islocated. This exampleillustrates defining alocation named east .

Enter a |l ocation nane or choose a nmenu item east

If you defined more than one location, specify the location that contains the Directory Proxy
Server itself.

Choose the location for this Directory Proxy Server

1) east
2) west
b) back
g) quit

Enter choice [1]: 1
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9. Define the hostname:port used by the LDAP external servers. If you have specified more
than one location, you will go through this process for each location.

Enter a host:port or choose a nmenu item [l ocal host:389]: | dap-east-01.exanple.com 389

10.After each step, the server will attempt to prepare each external server by testing the
communication between the Directory Proxy Server and the Directory Server. Select the
option "Yes, and al subsequent servers' to indicate that you want the tool to create a proxy
user account on al of your LDAP external servers within that |ocation.

Woul d you like to prepare | dap-east-01. exanpl e.com 389 for access by the Directory
Proxy Server?

1) Yes
2) No
3) Yes, and all subsequent servers
4) No, and all subsequent servers

Enter choice [1]: 3

11.1f the proxy user account did not previously exist on your LDAP external server, create the
account by connecti Nngascn=Di rectory Manager.

Woul d you like to create or nodify root user 'cn=Proxy User' so that it is available
for this Directory Proxy Server? (yes / no) [yes]:

Enter the DN of an account on | dap-east-01. exanple.com 389 with which to create or
manage the 'cn=Proxy

User' account [cn=Directory Manager]:

Enter the password for 'cn=Directory Mnager':

Created ' cn=Proxy User,cn=Root DNs, cn=config’
Testing 'cn=Proxy User' privileges ..... Done
Veri fyi ng backend ' dc=exanpl e, dc=com ..... Done

12.Repeat steps 9-12 for the serversin the other location. Then, press Enter to finish
configuring the location.

13.Review the configuration summary. Once you have confirmed that the changes are correct,
press Enter to write the configuration.

>>>> Configuration Summary

Ext ernal Server Security: SSL
Proxy User DN: cn=Proxy User, cn=Root DNs, cn=config

Locati on east
Fai l over Order: west
Servers: |ocal host: 1636

Locati on west
Fai | over Order: east
Servers: |ocal host: 2636

Base DN: dc=exanpl e, dc=com
Servers: |ocal host: 1636, | ocal host: 2636

b) back

g) quit
w) wite configuration file

Enter choice [wW:

14.Next, apply the configuration changes locally to the Directory Proxy Server. If you have any
Server SDK extensions, make sure to run the manage- ext ensi on tool, then press Enter to
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apply the changes to the Directory Proxy Server. Alternatively, you can quit and instead run
thedsconfi g batch file at alater time. Once the changes have been applied, you cannot use
thecreate-initial - proxy-config tool to configure this Directory Proxy Server again.
Instead, use the dsconfi g tool.

This tool can apply the configuration changes to the local Identity Proxy. This
requires any configured Server SDK extensions to be in place. Do you want to do
this? (yes / no) [yes]:

If you open the generated pr oxy- cf g. t xt fileor thel ogs/ confi g-audi t. 1 og file, you will
see that a configuration element hierarchy has been created: locations, health checks, external
servers, load-balancing algorithms, request processors, and subtree views.

About dsconfig Configuration Tool

Thedsconfi g tool is the text-based management tool used to configure the underlying Directory
Server configuration. The tool has three operational modes: interactive mode, non-interactive
mode, and batch mode.

Thedsconfi g tool aso offers an offline mode using the - - of f I i ne option, in which the server
does not have to be running to interact with the configuration. In most cases, the configuration
should be accessed with the server running in order for the server to give the user feedback
about the validity of the configuration.

Using dsconfig in Interactive Command-Line Mode

In interactive mode, the dsconf i g tool offers afiltering mechanism that only displays the
most common configuration elements. The user can specify that more expert level objects and
configuration properties be shown using the menu system.

Running dsconf i g in interactive command-line mode provides a user-friendly, menu-driven
interface for accessing and configuring the Ping Identity Directory Proxy Server. To start
dsconfi g ininteractive command-line mode, simply invoke the dsconf i g script without any
arguments. Y ou will be prompted for connection and authentication information to the Directory
Proxy Server, and then a menu will be displayed of the available operation types.

In some cases, a default value will be provided in square brackets. For example, [389] indicates
that the default value for that field is port 389. Y ou can press Enter to accept the default. To
skip the connection and authentication prompts, provide this information using the command-
line options of dsconfi g.

Using dsconfig Interactive Mode: Viewing Object Menus

Because some configuration objects are more likely to be modified than others, the Ping Identity
Directory Proxy Server provides four different object menus that hide or expose configuration
objects to the user. The purpose of object levelsisto simply present only those properties that
an administrator will likely use. The Object type is a convenience feature designed to unclutter
menu readability.
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The following object menus are available:
» Basic. Only includes the components that are expected to be configured most frequently.

e Standard. Includes all components in the Basic menu plus other components that might
occasionally need to be altered in many environments.

» Advanced. Includes al componentsin the Basic and Standard menus plus other components
that might require configuration under special circumstances or that might be potentially
harmful if configured incorrectly.

» Expert. Includes all componentsin the Basic, Standard, and Advanced menus plus other
components that should almost never require configuration or that could seriously impact the
functionality of the server if not properly configured.

To Change the dsconfig Object Menu

1. Repeat steps 1-6 in the section using dsconfi g in To Install the Directory Proxy Server in
Interactive Mode.

2. Onthe Ping Identity Directory Proxy Server configuration main menu, type o (letter “0")
to change the object level. By default, Basic objects are displayed.

3. Enter anumber corresponding to a object level of your choice: 1 for Basic, 2 for Standard, 3
for Advanced, 4 for Expert.

4. View the menu at the new object level. Additional configuration options for the Directory
Proxy Server components are displayed.

Using dsconfig in Non-Interactive Mode

Thedsconfi g non-interactive command-line mode provides a simple way to make arbitrary
changesto the Directory Proxy Server by invoking it from the command line. To use
administrative scripts to automate configuration changes, run the dsconf i g command in non-
interactive mode, which is convenient scripting applications. Note, however, that if you planto
make changes to multiple configuration objects at the same time, then the batch mode might be
more appropriate.

Y ou can use the dsconf i g tool to update a single configuration object using command-line
argumentsto provide all of the necessary information. The general format for the non-interactive
command lineis:

$ bin/dsconfig --no-pronpt {gl obal Args} {subcommand} {subcommandArgs}

The - - no- pronpt argument indicates that you want to use non-interactive mode. The { sub-
command} isused to indicate which general action to perform. The{gl obal Ar gs} argument
provides a set of arguments that specify how to connect and authenticate to the Directory Proxy
Server. Global arguments can be standard L DAP connection parameters or SASL connection
parameters depending on your setup. For example, using standard LDAP connections, you can
invoke the dsconf i g tool asfollows:
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$ bin/dsconfig --no-pronpt |ist-backends \
--host name server. exanpl e. com\
--port 389 \
- - bi ndDN ui d=adm n, dc=exanpl e, dc=com \
- - bi ndPasswor d password

If your system uses SASL GSSAPI (Kerberos), you can invoke dsconf i g asfollows:

$ bin/dsconfig --no-pronpt |ist-backends \
--sasl Opti on mech=GSSAPI \
--sasl Option aut hi d=adm n@xanpl e. com \
--sasl Option ticketcache=/tnp/krb5cc_1313 \
--sasl Option useticketcache=true

The{ subcommandAr gs} argument contains a set of arguments specific to the particular
subcommand that you wish to invoke. To aways display the advanced properties, use the - -
advanced command-line option.

Note: Global arguments can appear anywhere on the command line
(including before the subcommand, and after or intermingled with
subcommand-specific arguments). The subcommand-specific arguments can
appear anywhere after the subcommand.

To Get the Equivalent dsconfig Non-Interactive Mode Command

1. Using dsconfi g in interactive mode, make changes to a configuration but do not apply the
changes (that is, do not enter "f").

2. Enter d to view the equivalent non-interactive command.

3. View the equivalent command (seen below), and then press Enter to continue. For example,
based on an example in the previous section, changes made to the db- cache- per cent returns
the following:

Command |line to apply pending changes to this Local DB Backend:
dsconfi g set-backend-prop --backend-nanme userRoot --set db-cache-percent: 40

The command does not contain the LDAP connection parameters required for the tool to

connect to the host sinceit is presumed that the command would be used to connect to a
different remote host.

Using dsconfig Batch Mode

The Ping Identity Directory Proxy Server provides adsconf i g batching mechanism that

reads multiple dsconf i g invocations from a file and executes them sequentially. The batch

file provides advantages over standard scripting by minimizing LDAP connections and VM
invocations that normally occur with each dsconfi g call. Batch mode is the best method to

use with setup scripts when moving from a devel opment environment to test environment, or
from atest environment to a production environment. The - - no- pr onpt option is required with
dsconfi g in batch mode.
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If adsconfi g command has amissing or incorrect argument, the command will fail and abort
the batch process without applying any changes to the Directory Proxy Server. Thedsconfi g
command supports a- - bat ch- cont i nue- on- er r or option which instructs dsconf i g to apply
al changes and skip any errors.

You can view thel ogs/ conf i g-audi t . | og fileto review the configuration changes made to the
Directory Proxy Server and use them in the batch file. The batch file can have blank lines for
spacing and lines starting with a pound sign (#) for comments. The batch file also supportsa"\"
line continuation character for long commands that require multiple lines.

The Directory Proxy Server also provides adocs/ sun-ds- conpati bility. dsconfig filefor
migrations from Sun/Oracle to Ping Identity Directory Proxy Server machines.

To Configure the Directory Proxy Server in dsconfig Batch Mode

1. Create atext file that lists each dsconf i g command with the complete set of properties that
you want to apply to the Directory Proxy Server. The itemsin this file should be in the same
format as those accepted by the dsconf i g command. The batch file can have blank lines for
spacing and lines starting with a pound sign (#) for comments. The batch file also supports a
"\" line continuation character for long commands that require multiple lines.

# This dsconfi g operation creates the exAccount Number global attribute index.
dsconfi g create-global -attribute-index

--processor-nane ou_peopl e_dc_exanpl e_dc_com eb-req- processor

--index-name exAccount Nunber --set prine-index:true

# Here we create the entry-count placenent algorithmwth the
# default behavior of adding entries to the snallest backend
# dataset first.

dsconfi g create-placenent-al gorithm

--processor-nanme ou_peopl e_dc_exanpl e_dc_com eb-req- processor
--algorithm nanme exanpl e_com entry_count

--type entry-counter

--set enabled:true

--set "poll-interval:1 nf

# Note that once the entry-count placenent algorithmis created
# and enabl ed, we can del ete the round-robin algorithm

# Since an entry-bal anci ng proxy nust always have a pl acenent

# algorithm we add a second al gorithmand then delete the

# original round-robin algorithmcreated during the setup

# procedure.

dsconfi g del et e-pl acenent-al gorithm
- - processor-nanme ou_peopl e_dc_exanpl e_dc_com eb-r eq- processor
--al gorithm name round-robin

2. Usedsconfi g withthe--batch-fil e option to read and execute the commands.

r oot @r oxy-01: bi n/dsconfi g --no-pronpt \
--bi ndDN "cn=di rectory nmanager" --bi ndPassword password \
--port 389 --batch-file ../dsconfig. post-setup

nn

Batch file '../dsconfig.post-setup’ contains 3 conmands

Executing: create-global-attribute-index --no-pronpt --bindDN "cn=directory nanager"
--bi ndPassword *******x __port 1389

--processor-nane ou_peopl e_dc_exanpl e_dc_com eb-req- processor --index-nanme

exAccount Nunber --set prine-index:true

Executing: create-placenent-al gorithm --no-pronpt

--bi ndDN "cn=di rectory manager" --bindPassword ******** _.port 1389
--processor-name ou_peopl e_dc_exanpl e_dc_com eb-req- processor --al gorithm name
exanpl e_com entry_count
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--type entry-counter --set enabled:true --set "poll-interval:1 nf

Executing: del ete-pl acenment-al gorithm --no- pronpt

--bindDN "cn=di rectory manager" --bindPassword *******x __port 1389

- - processor-name ou_peopl e_dc_exanpl e_dc_com eb-req- processor --al gorithm name round-
robin

nnnn

Using the Configuration API

PingData servers provide a Configuration API, which may be useful in situations where using
LDAP to update the server configuration is not possible. The API is consistent with the System
for Cross-domain Identity Management (SCIM) 2.0 protocol and uses JSON as atext exchange
format, so all request headers should allow the application/json content type.

The server includes a servlet extension that provides read and write access to the server’s
configuration over HTTP. The extension is enabled by default for new installations, and can be
enabled for existing deployments by simply adding the extension to one of the server’sHTTP
Connection Handlers, asfollows:

$ bin/dsconfig set-connection-handl er-prop \

--handl er-nanme "HTTPS Connection Handl er" \
--add http-servlet-extension: Configuration

The APl is made available on the HTTPS Connection handler’ s host:port inthe/ confi g
context. Due to the potentially sensitive nature of the server’s configuration, the HTTPS
Connection Handler should be used for hosting the Configuration extension.

Authentication and Authorization with the Configuration API

Clients must use HT TP Basic authentication to authenticate to the Configuration API. If the
username value is not a DN, then it will be resolved to a DN value using the identity mapper
associated with the Configuration servlet. By default, the Configuration APl uses an identity
mapper that allows an entry’s UID value to be used as a username. To customize this behavior,
either customize the default identity mapper, or specify a different identity mapper using the
Configuration servlet'si dent i t y- mapper property. For example:

$ bin/dsconfig set-http-servlet-extension-prop \

--ext ensi on-nanme Configuration \
--set "identity-nmapper:Alternative Identity Mapper”

To access configuration information, users must have the appropriate privileges:

» To accessthe cn=confi g backend, users must have the bypass- acl privilege or be alowed
access to the configuration using an ACI.

» Toread configuration information, users must have the conf i g- r ead privilege.

* To update the configuration, users must have the confi g-wr it e privilege.
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Relationship Between the Configuration APl and the dsconfig Tool

The Configuration APl is designed to mirror the dsconf i g tool, using the same names

for properties and object types. Property names are presented as hyphen case in

dsconf i g and as camel-case attributesin the API. In API requests that specify property

names, case is not important. Therefore, baseDN is the same as baseDn. Object types

are represented in hyphen case. API paths mirror what isin dsconfi g. For example,
thedsconfig |ist-connection-handl ers command isanalogous to the API's/

confi g/ connect i on- handl er s path. Object types that appear in the schema URNSs

adhereto at ype: subt ype syntax. For example, aLocal DB Backend's schema URN is

ur n: unboundi d: schemas: conf i gurati on: 2. 0: backend: | ocal - db. Likethedsconfi g tool, all
configuration updates made through the API are recorded in | ogs/ confi g- audi t . | og.

The API includes thefilter, sort, and pagination query parameters described by the SCIM
specification. Specific attributes may be requested using the attributes query parameter,
whose value must be a comma-delimited list of properties to be returned, for example
attribut es=baseDN, descri pti on. Likewise, attributes may be excluded from responses by
specifying the excl udedAt t ri but es parameter.

Operations supported by the API are those typically found in REST APIs:

HTTP Method Description Related dsconfig Example

GET Lists the properties of an object when used with a |get - backend- prop, | i st - backends,
path representing an object, such as/ confi g/ |get - gl obal - confi gurati on-prop
gl obal - configurationor/config/
backends/ user Root . Can also list objects
when used with a path representing a parent
relation, such as / conf i g/ backends.

POST Creates a new instance of an object when used |cr eat e- backend
with a relation parent path, such as / confi g/
backends.
PUT Replaces the existing properties of an object. A |set - backend- pr op, set - gl obal -

PUT operation is similar to a PATCH operation, |confi gur ati on-prop
except that the PATCH identifies the difference

between an existing target object and a supplied

source object. Only those properties in the source

object are modified in the target object. The

target object is specified using a path, such as /

confi g/ backends/ user Root .

PATCH Updates the properties of an existing object when |set - backend- pr op, set - gl obal -
used with a path representing an object, such as |confi gurati on- prop
/ confi g/ backends/ user Root .

DELETE Deletes an existing object when used with a path |del et e- backend
representing an object, such as/ confi g/
backends/ user Root .

The OPTIONS method can aso be used to determine the operations permitted for a particular
path.

Object names, such asuser Root in the Description column, must be URL -encoded for use in the
path segment of a URL. For example, 920 must be used in place of spaces, and %25 isused in
place of the percent (%) character. The URL for accessing the HTTP Connection Handler object
is:
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/ confi g/ connecti on- handl er s/ htt p%20connect i on%20handl er

GET Example

Thefollowing is asample GET request for information about the user Root backend:

GET / confi g/ backends/ user Root
Host: exanpl e. com 5033
Accept: application/sci mtjson

The response:

"schemas":
"urn: unboundi d: schemas: confi gurati on: 2. 0: backend: | ocal - db"
]

"id": "userRoot",
"nmeta": {
"resourceType": "Local DB Backend",
"l ocation": "http://1ocal host: 5033/ confi g/ backends/ user Root "

B
"backendl D': "user Root 2",

"backgroundPrinme": "fal se",
"backupFi | ePerm ssi ons": "700",
"baseDN': [

"dc=exanpl e2, dc=cont

I o

"checkpoi nt OnCl oseCount": "2",

"cl eaner ThreadWai t Ti ne": "120000",
"conpressEntries": "fal se",

"conti nuePri meAfterCacheFul | ": "fal se",
"dbBackgroundSynclnterval ": "1 s",
"dbCachePercent": "10",

"dbCacheSi ze": "0 b",

"dbCheckpoi nterByteslnterval ": "20 nb",
"dbCheckpoi nterHi ghPriority": "false",
"dbCheckpoi nt er Wakeupl nterval ": "1 ni,

"dbd eanOnExplicitGC': "fal se",
"dbCl eanerM nUtilization": "75",
"dbConpact KeyPr ef i xes": "true",
"dbDi rectory": "db",

"dbDi rect oryPer mi ssi ons": "700",
"dbEvictorCritical Percentage": "0",
"dbEvi ctorLruOnl y": "fal se",

"dbEvi ct or NodesPer Scan": "10",

" dbFi | eCacheSi ze": "1000",

"dbl nport CachePercent": "60",
"dbLogFi | eMax": "50 nmb",

"dbLoggi ngFi | eHandl erOn": "true",
"dbLoggi ngLevel ": "CONFI G',
"dbNunCl eaner Threads": "0",
"dbNuniockTabl es": "0",

"dbRunCl eaner": "true",
"dbTxnNoSync": "fal se",
"dbTxnWiteNoSync": "true",
"dbUseThr eadLocal Handl es": "true",

"deadl ockRetryLimt": "10",

"def aul t CacheMode": "cache-keys-and-val ues",
"def aul t TxnMaxLockTi neout": "10 s",

"def aul t TxnM nLockTi neout": "10 s",

"enabl ed": "fal se",

"expl odedl ndexEnt ryThr eshol d": "4000",
"export ThreadCount": "0",

"ext er nal TxnDef aul t BackendLockBehavi or": "acquire-before-retries",
"ext er nal TxnDef aul t MaxLockTi meout": "100 ns",
"ext er nal TxnDef aul t M nLockTi meout": "100 ns",
"external TxnDef aul t RetryAttenpts": "2",
"hashEntries": "fal se",

"id2childrenl ndexEntryLimt": "66",

“inmport TenpDi rectory": "inport-tnmp",

"import ThreadCount": " 16",

"indexEntryLimt": "4000",
"isPrivateBackend": "false",
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"javaC ass": "com unboundi d. directory. server. backends. j eb. Backend! npl ",
"jeProperty": [
"je.cleaner.adjustUilization=fal se",
"j e. nodeMaxEnt ri es=32"
1,
"nunRecent Changes": "50000",

"of f i neProcessDat abaseOpenTi neout": "1 h",
"prineAlllndexes": "true",
“prinmeMet hod": [

"none"
1|5
“primeThreadCount": "2",
"primeTimeLimt": "0 nms",
"processFiltersWthUndefinedAttri buteTypes": "fal se",
"returnUnavai | abl eFor Unt rust edl ndex": "true",
"returnUnavai | abl eWhenDi sabl ed": "true",

"set Degr adedAl ert For Unt rust edl ndex": "true",
"set Degr adedAl ert WhenDi sabl ed": "true",
"subt r eeDel et eBat chSi ze": "5000",
"subtreeDel eteSi zeLimt": "5000",
"uncachedl d2ent ryCacheMode": "cache-keys-only",
"writabilityMde": "enabl ed"

}

GET List Example

Thefollowing isasample GET request for all local backends:

GET /confi g/ backends/
Host: exanpl e. com 5033
Accept: application/sci mtj son

The response (which has been shortened):
{

"schemas": [
"urn:ietf:parans: sci mapi: nmessages: 2. 0: Li st Response”
]

ot al Resul ts": 24,
"Resources": [

"schemas":
"urn: unboundi d: schemas: confi guration: 2. 0: backend: | di f"
1.

"id": "adm nRoot",
"meta": {
"resourceType": "LD F Backend",
"l ocation": "http://|ocal host: 5033/ confi g/ backends/ adm nRoot "

},
"backendl D': "adm nRoot",

"backupFi | ePer m ssions": "700",
"baseDN': [
"cn=adm n data"
"enabl ed": "true",
"isPrivateBackend": "true",
"javad ass": "com unboundi d. directory. server. backends. LDl FBackend",
"IdifFile": "config/adnm n-backend.|dif",
"returnUnavai | abl eWhenDi sabl ed": "true",

"set Degr adedAl ert WWhenDi sabl ed": "fal se",
"witabilityMde": "enabl ed"

"schemas":
"urn: unboundi d: schemas: confi gurati on: 2. 0: backend: trust - st ore"
1,

"id": "ads-truststore",
"meta": {
"resourceType": "Trust Store Backend",
"l ocation": "http://1ocal host: 5033/ confi g/ backends/ ads-truststore"

" backendl D': "ads-truststore",
"backupFi | ePerm ssions": "700",
"baseDN': [
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"cn=ads-truststore"

e

"enabl ed": "true",

"javaC ass": "com unboundi d. directory. server. backends. Trust St or eBackend",
"returnUnavai | abl eWwhenDi sabl ed": "true",

"set Degr adedAl ert WhenDi sabl ed": "true",

"trustStoreFile": "config/server. keystore",

"trustStorePin": "FEFFkxxxn

"trust StoreType": "JKS',
"writabilityMde": "enabl ed"

Ja
{
"schemas":
"urn: unboundi d: schemas: confi gurati on: 2. 0: backend: al ar ni
1.
"id": "alarms",
"meta": {
"resourceType": "Al arm Backend",
“location": "http://local host: 5033/ confi g/ backends/ al ar ns"
ba

PATCH Example

Configuration can be modified using the HTTP PATCH method. The PATCH request body isa
JSON abject formatted according to the SCIM patch request. The Configuration API, supports
asubset of possible values for the path attribute, used to indicate the configuration attribute to
modify.

The configuration object's attributes can be modified in the following ways. These operations
are analogous to thedsconfi g nmodi fy-[ obj ect] options.

e An operation to set the single-valued descri pt i on attribute to a new value:

{
"op" : "replace",
"path" : "description",
"val ue" : "A new backend."

}
is analogous to:

$ dsconfig set-backend- prop
- - backend- nane user Root \
--set "description: A new backend"

» An operation to add a new value to the multi-valued j ePr oper t y attribute:

{
"op" : "add",
"path" : "jeProperty",
"val ue" : "je.env.backgroundReadLi m t =0"

}
is analogous to:

$ dsconfig set-backend-prop --backend-nanme user Root \
--add je-property:je.env. backgroundReadLi mi t =0

» An operation to remove a value from a multi-valued property. In this case, path specifiesa
SCIM filter identifying the value to remove:

{
"op" : "renove",
"path" : "[jeProperty eq \"je.cleaner.adjustUtilization=false\"]"
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}
is analogous to:

$ dsconfig set-backend-prop --backend-name user Root \
--renove je-property:je.cleaner.adjustUilization=false

A second operation to remove a value from a multi-valued property, where the pat h specifies
both an attribute to modify, and a SCIM filter whose attribute is value:

{

"op "renove",

"path" : "jeProperty[value eq \"je.nodeMaxEntri es=32\"]"
is analogous to:

$ dsconfig set-backend-prop --backend-name user Root \
--renove je-property:je.nodeMaxEntri es=32

An option to remove one or more values of a multi-valued attribute. This has the effect of
restoring the attribute's value to its default value:

{

"op" : "renove",

"path" : "id2childrenlndexEntryLimt"
}
is analogous to:

$ dsconfig set-backend-prop --backend-name user Root \
--reset id2childrenl ndexEntryLimt

The following isthe full example request. The API responds with the entire
modified configuration object, which may include a SCIM extension attribute
ur n: unboundi d: schemas: conf i gur ati on: messages containing additional instructions:

PATCH / confi g/ backends/ user Root
Host: exanpl e. com 5033
Accept: application/sci mtj son

"schemas" : [ "urn:ietf:parans:sci mapi:nmessages: 2. 0: Pat chOp" ],
"Operations" : [ {
"op" : "replace",
"path" : "description",
"val ue" : "A new backend."
boA
"op" : "add",
"path" : "jeProperty",
"val ue" : "je.env.backgroundReadLi m t =0"
boA{
"op" : "renove",
"path" : "[jeProperty eq \"je.cleaner.adjustUtilization=false\"]"
Ba
"op" : "renove",
"path" : "jeProperty[value eq \"je.nodeMaxEntries=32\"]"
boA{
"op" : "renove",
"path" : "id2childrenlndexEntryLimt"
I
}
Example response:
"schemas": [

"urn: unboundi d: schemas: confi gurati on: 2. 0: backend: | ocal - db"
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1,
"id": "userRoot 2",
"nmeta": {
"resourceType": "Local DB Backend",
"l ocation": "http://exanpl e.com 5033/ confi g/ backends/ user Root 2"

B
"backendl D': "user Root 2",

"backgroundPrinme": "fal se",
"backupFi | ePer m ssi ons": "700",
"baseDN': [

"dc=exanpl e2, dc=cont

I o

"checkpoi nt OnCl oseCount": "2",

"cl eaner ThreadWai t Ti ne": "120000",
"conpressEntries": "fal se",

"conti nuePri meAfterCacheFul | ": "fal se",
"dbBackgr oundSynclnterval ": "1 s",
"dbCachePercent": "10",

"dbCacheSi ze": "0 b",

"dbCheckpoi nterByteslnterval ": "20 nb",
"dbCheckpoi nterHi ghPriority": "false",
"dbCheckpoi nt er Wakeupl nterval ": "1 ni,

"dbd eanOnExplicitGC': "fal se",
"dbCl eanerM nUtilization": "75",
"dbConpact KeyPr ef i xes": "true",
"dbDi rectory": "db",

"dbDi rect oryPer m ssi ons": "700",
"dbEvictorCritical Percentage": "0",
"dbEvi ctorLruOnl y": "fal se",

"dbEvi ct or NodesPer Scan": "10",
"dbFi | eCacheSi ze": "1000",

"dbl nport CachePercent": "60",
"dbLogFi | eMax": "50 nmb",

"dbLoggi ngFi | eHandl erOn": "true",
"dbLoggi ngLevel ": "CONFI G',
"dbNunCl eaner Threads": "0",
"dbNuniockTabl es": "0",

"dbRunCl eaner": "true",
"dbTxnNoSync": "fal se",
"dbTxnWiteNoSync": "true",
"dbUseThr eadLocal Handl es": "true",

"deadl ockRetryLimt": "10",

"def aul t CacheMode": "cache-keys-and-val ues",
"def aul t TxnMaxLockTi meout": "10 s",

"def aul t TxnM nLockTi meout": "10 s",
"description": "123", “"enabled": "false",

"expl odedl ndexEnt ryThr eshol d": "4000",
"export ThreadCount": "0",

"ext er nal TxnDef aul t BackendLockBehavi or": "acquire-before-retries",
"ext er nal TxnDef aul t MaxLockTi meout": "100 ns",

"ext ernal TxnDef aul t M nLockTi meout": "100 ns",

"external TxnDef aul t RetryAttenpts": "2",

"hashEntries": "fal se",

“inmport TenpDi rectory": "inport-tnp",

"import ThreadCount": " 16",
"indexEntryLimt": "4000",

"i sPrivateBackend": "false",
"javad ass": "com unboundi d. directory. server. backends. j eb. Backend! npl ",
"jeProperty": [ "\"je.env.backgroundReadLimt=0\""
1.
"nunRecent Changes": "50000",
"of fl i neProcessDat abaseQpenTi neout": "1 h",
"primeAlllndexes": "true",
"prinmeMet hod": [
"none"

I| o

“prinmeThreadCount": "2",

"prinmeTimeLimt": "0 nms",

"processFiltersWthUndefinedAttri buteTypes": "fal se",

"returnUnavai | abl eFor Unt rust edl ndex": "true",

"returnUnavai | abl ewhenDi sabl ed": "true",

"set Degr adedAl ert For Unt rust edl ndex": "true",

"set Degr adedAl ert WhenDi sabl ed": "true",

"subt r eeDel et eBat chSi ze": "5000",

"subtreeDel eteSi zeLimt": "5000",

"uncachedl d2ent ryCacheMbde": "cache-keys-only",

"witabilityMde": "enabl ed",

"urn: unboundi d: schemas: confi gurati on: nessages: 2. 0": {
"requi redActions": [
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"property": "jeProperty",
"type": "conponentRestart",
"synopsis": "In order for this nodification to take effect,

t he conmponent nust be restarted, either by disabling and
re-enabling it, or by restarting the server"

%,

"property": "id2childrenlndexEntryLimt",

"type": "other",

"synopsis": "If this limt is increased, then the contents
of the backend nust be exported to LDIF and re-inported to
allowthe newlinmt to be used for any id2children keys
that had already hit the previous limt."

}
]
}
}

Configuration API Paths

The Configuration API is available under the /config path. A full listing of supported sub-paths
isavailable by accessing the base/ conf i g/ Resour ceTypes endpoint:

CGET /confi g/ Resour ceTypes
Host: exanpl e. com 5033
Accept: application/sci mtj son

Sample response (abbreviated):

"schemas": [
"urn:ietf:parans: sci mapi: nmessages: 2. 0: Li st Response"

I o
"total Results": 520,
"Resources": [
{
"schemas": [
"urn:ietf:parans: sci mschemas: core: 2. 0: Resour ceType"
Il o

"id": "dsee-conpat-access-control -handler"”,

"nane": "DSEE Conpat Access Control Handler",

"description": "The DSEE Conpat Access Control
Handl er provides an inplenentation that uses syntax
conpatible with the Sun Java System Directory Server
Enterprise Edition access control handler.",

"endpoi nt": "/access-control-handl er",
"meta": {
"resourceType": "ResourceType",
"l ocation": "http://exanpl e.com 5033/ confi g/ Resour ceTypes/ dsee-conpat - access-
control - handl er"
}
.
"schemas": [
“urn:ietf:parans: sci mschemas: core: 2. 0: Resour ceType"
P
"id": "access-control-handler",
"nane": "Access Control Handler",
"description": "Access Control Handl ers manage the
application-w de access control. The server's access
control handl er is defined through an extensible
interface, so that alternate inplenentati ons can be created.
Only one access control handl er may be active in the server
at any given tine.",
"endpoi nt": "/access-control -handl er",
"meta": {
"resourceType": "ResourceType",
"l ocation": "http://exanpl e.com 5033/ confi g/ ResourceTypes/access-control -
handl er"
}
}.
{
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The response's endpoi nt elements enumerate all available sub-paths. The path/ conf i g/
access-control - handl er inthe example can be used to get alist of existing access control
handlers, and create new ones. A path containing an object name such as/ conf i g/ backends/

{ backendNane}, where { backendNane} corresponds to an existing backend (such asuser Root )
can be used to obtain an object’ s properties, update the properties, or delete the object.

Some paths reflect hierarchical relationships between objects. For example, properties of
alocal DB VLYV index for the user Root backend are available using a path like/ confi g/
backends/ user Root / | ocal - db- i ndexes/ ui d. Some paths represent singleton objects, which
have properties but cannot be deleted nor created. These paths can be differentiated from others
by their singular, rather than plural, relation name (for example gl obal - confi gur at i on).

Sorting and Filtering Objects

The Configuration API supports SCIM parameters for filter, sorting, and pagination. Search
operations can specify a SCIM filter used to narrow the number of elements returned. See the
SCIM specification for the full set of operations for SCIM filters. Clients can a so specify sort
parameters, or paging parameters. Include or exclude attributes can be specified in both get and
list operations.

GET Parameter Description

filter Values can be simple SCIM filters such asi d eq "user Root " or compound filters
like met a. r esour ceType eq "Local DB Backend" and baseDn co
"dc=exnpl e, dc=cont.

sortBy Specifies a property value by which to sort.

sortOrder Specifies either ascendi ng or descendi ng alphabetical order.
startindex 1-based index of the first result to return.

count Indicates the number of results per page.

Updating Properties

The Configuration API supportsthe HTTP PUT method as an alternative to modifying objects
with HTTP PATCH. With PUT, the server computes the differences between the object in the
request with the current version in the server, and performs modifications where necessary. The
server will never remove attributes that are not specified in the request. The API responds with
the entire modified object.

Request:

PUT / confi g/ backends/ user Root
Host: exanpl e. com 5033
Accept: application/sci mjson

"description" : "A new description."

Response:
{

"schemas": [
"urn: unboundi d: schemas: confi gurati on: 2. 0: backend: | ocal - db"
]

|d "user Root ",
"meta": {
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"resourceType": "Local DB Backend",
"l ocation": "http://exanpl e.com 5033/ confi g/ backends/ user Root "
Do
"backendl D': "userRoot",
"backgroundPrinme": "false",
"backupFi | ePerm ssi ons": "700",
"baseDN': [

"dc=exanpl e, dc=cont

]

heckpoi nt OnCl oseCount ": " 2"

"cl eaner ThreadWai t Ti ne": "120000",
"conpressEntries": "fal se",

"conti nuePri meAfterCacheFul | ": "fal se",
"dbBackgr oundSynclnterval ": "1 s",
"dbCachePercent": "25",

"dbCacheSi ze"

"0 b,

"dbCheckpoi nterByteslnterval ": "20 nb",
"dbCheckpoi nterH ghPriority": "false",
"dbCheckpoi nt er Wakeupl nterval ": "30 s",
"dbd eanOnExplicitGC': "fal se",

"dbd eanerM nUtilization": "75",
"dbConpact KeyPr ef i xes": "true",

"dbDirectory"

: "db",

"dbDi rect oryPer m ssi ons": "700",
"dbEvictorCritical Percentage": "5",
"dbEvi ctorLruOnl y": "fal se",

"dbEvi ct or NodesPer Scan": "10",

" dbFi | eCacheSi ze": "1000",

"dbl nport CachePercent": "60",
"dbLogFi | eMax": "50 nmb",

"dbLoggi ngFi |

eHandl erOn": "true",

"dbLoggi ngLevel ": "CONFI G',
"dbNunCl eaner Threads": "1",
"dbNuniockTabl es": "0",

"dbRunCl eaner": "true",
"dbTxnNoSync": "fal se",
"dbTxnWiteNoSync": "true",
"dbUseThr eadLocal Handl es": "true",
"deadl ockRetryLimt": "10",

"def aul t CacheMode" :

"cache- keys- and- val ues",

"def aul t TxnMaxLockTi neout": "10 s",

"def aul t TxnM

"description"

nLockTi meout": "10 s",
. "abc",

"enabl ed": "true",

"expl odedl ndexEntryThr eshol d": "4000",
"export ThreadCount": "0",

"ext er nal TxnDef aul t BackendLockBehavi or":
"acquire-before-retries",

"ext er nal TxnDef aul t MaxLockTi meout": "100 ns",
"ext ernal TxnDef aul t M nLockTi meout": "100 ns",
"external TxnDef aul t RetryAttenpts": "2",

"hashEntri es"

"i nmport TenpDi

. "true",
rectory": "inport-tnp",

“import ThreadCount": " 16",

"i ndexEntryLi

mt": "4000",

"isPrivat eBackend": "fal se",

"javaCd ass":

"com unboundi d. di rectory. server. backends. j eb. Backend! npl ",

"nunRecent Changes": "50000", "offlineProcessDatabaseQpenTi neout": "1 h",
"primeAlllndexes": "true",

"prinmeMet hod"

"none"

]

|

ri meThreadCount": "2",

"prinmeTimeLimt": "0 nms",
"processFiltersWthUndefinedAttri buteTypes": "fal se",

"returnUnavai
"returnUnavai

| abl eFor Unt r ust edl ndex": "true",
| abl eWhenDi sabl ed": "true",

"set Degr adedAl ert For Unt rust edl ndex": "true",
"set Degr adedAl ert WhenDi sabl ed": "true",

"subt r eeDel et eBat chSi ze": "5000",

"subtreeDel eteSi zeLimt": "100000",

"uncachedl d2ent ryCacheMbde": "cache-keys-only",
"witabilityMde": "enabl ed"
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Administrative Actions

Updating a property may require an administrative action before the change can take

effect. If so, the server will return 200 Success, and any actions are returned in the

ur n: unboundi d: schemas: confi gurati on: messages: 2. 0 section of the JSON response that
represents the entire object that was created or modified.

For example, changing thej ePr operty of abackend will result in the following:

"urn: unboundi d: schemas: confi gurati on: nessages: 2. 0": {
"required-actions": [

"property": "baseContextPath",

"type": ""conmponentRRestart",

"synopsis": "In order for this nodification to take effect, the conponent
must be restarted, either by disabling and re-enabling it, or
by restarting the server"

b
{

"property": {

"type": "other",

"synopsis": "If this limt is increased, then the
contents of the backend nust be exported to LD F
and re-inported to allow the newlimt to be used
for any id2children keys that had already hit the
previous limt."

Updating Servers and Server Groups

Servers can be configured as part of a server group, so that configuration changes that are

applied to asingle server, are then applied to all serversin a group. When managing a server that
isamember of aserver group, creating or updating objects using the Configuration API requires

the appl yChangeTo query attribute. The behavior and acceptable values for this parameter are
identical to thedsconf i g parameter of the same name. A value of si ngl e- server Of server -
gr oup can be specified. For example:

http://1 ocal host: 8082/ confi g/ backends/ user Root ?appl yChangeTo=si ngl e- server

Configuration APl Responses

Clients of the API should examine the HTTP response code in order to determine the success or
failure of arequest. The following are response codes and their meanings:

Response Code |Description Response Body
200 Success The requested operation succeeded, with List of objects, or object properties, administrative
the response body being the configuration actions.

object that was created or modified. If further

actions are required, they are included in the

ur n: unboundi d: schemas: confi gurati on: messages: 2. 0
object.

204 No Content |The requested operation succeeded and no None.
further information has been provided, such as in
the case of a DELETE operation.
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Response Code

Description

Response Body

400 Bad The request contents are incorrectly formatted or |Error summary and optional message.
Request a request is made for an invalid API version.
401 User authentication is required. Some user None.
Unauthorized agents such as browsers may respond by
prompting for credentials. If the request had
specified credentials in an Authorization header,
they are invalid.
403 Forbidden |The requested operation is forbidden either None.

404 Not Found

because the user does not have sufficient
privileges or some other constraint such as an
object is edit-only and cannot be deleted.

The requested path does not refer to an existing
object or object relation.

Error summary and optional message.

409 Conflict The requested operation could not be performed |Error summary and optional message.
due to the current state of the configuration.
For example, an attempt was made to create
an object that already exists, or an attempt was
made to delete an object that is referred to by
another object.
415 The request is such that the Accept header does |None.
Unsupported not indicate that JSON is an acceptable format for
Media Type a response.
500 Server The server encountered an unexpected error. Error summary and optional message.
Error Please report server errors to customer support.

An application that uses the Configuration API should limit dependencies on particular text
appearing in error message content. These messages may change, and their presence may
depend on server configuration. Use the HTTP return code and the context of the request to
create a client error message. The following is an example encoded error message:

"schemas": [
“urn:ietf:paranms: sci mapi:nmessages:2.0: Error"

"status":

404,
"scinType": null,
"detail": "The Local DB Index does not exist."

Generating a Summary of Configuration Components

The Directory Proxy Server providesaconfi g-di ff tool that generates a summary of the
configuration in alocal or remote directory server instance. The tool is useful when comparing
configuration settings on the directory server instance when troubl eshooting issues or when
verifying configuration settings on newly-added servers to your network. Thetool can interact
with the local configuration regardless of whether the server is running or not.

Runtheconfig-di ff --hel p option to view other available tool options.

To Generate a Summary of Configuration Components

* Runtheconfig-diff tool to generate a summary of the configuration components on the
directory server instance. The following command runs a summary on alocal online server.
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$ bin/config-diff

» Thefollowing example compares the current configuration of the local server to the baseline,
pre-installation configuration, ignoring any changes that could be made by the installer, and
writes the output to the conf i gur at i on- st eps. dsconfi g file. This provides a script that can
be used to configure a newly installed server identically to the local server:

$ bin/config-diff --sourcelLocal \
--sourceBasel i ne \
--targetLocal \
--exclude differs-after-install \
--outputFile configuration-steps.dsconfig

Configuring Server Groups

The Ping Identity Directory Proxy Server provides a mechanism for setting up administrative
domains that synchronize configuration changes among serversin a server group. After you
have set up a server group, you can make an update on one server using dsconf i g, then you

can apply the change to the other serversin the group using the - - appl yChangeTo ser ver -

gr oup option of the dsconf i g non-interactive command. If you want to apply the change to one
server in the group, usethe - - appl yChangeTo si ngl e- server option. When using dsconfi g
in interactive command-line mode, you will be asked if you want to apply the changeto asingle
server or to all serversin the server group.

About the Server Group Example

Y ou can create an administrative server group using the dsf r amewor k tool. The general
process isto create a group, register each server, add each server to the group, and then set
aglobal configuration property to use the server group. If you are configuring areplication

topology, then you must configure the replicas to be in a server group as outlined in Replication
Configuration.

The following example procedure adds three Directory Proxy Server instances into the server
group labelled "group-one". The commands are run on serverl.example.com.

Server Host Name LDAP Port
instance 1 serverl.example.com 1389
instance 2 server2.example.com 2389
instance 3 server3.example.com 3389

To Create a Server Group

1. Create agroup called “group-one” using dsf r amewor k.

$ bin/dsfranmework create-group --groupName group-one \
--description "Server G oup One"
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. Register each directory server that you want to add to the server group. If you have set up
replication between a set of servers, these server entries will have already been created by the
dsreplication enabl e command.

$ bin/dsframework register-server \
--server| D serverl. exanpl e. com 1389 \
--set hostnane: server 1. exanpl e.com \
--set | dapport: 1389 --set | dapEnabl ed:true

$ bin/dsframework register-server \
--server| D server2. exanpl e. com 2389 \
--set hostnane: server 2. exanpl e. com \
--set | dapport:2389 --set |dapEnabl ed:true

$ bin/dsframework register-server \
--server| D server 3. exanpl e. com 3389 \
--set hostnane: server 3. exanpl e. com \
--set | dapport: 3389 --set |dapEnabled:true

. Add each directory server to the group.

$ bin/dsframework add-to-group \
--groupNane group-one \
- -menber Nane server 1. exanpl e. com 1389

$ bi n/ dsfranmework add-to-group \
--groupNanme group-one \
- -menber Nane server 2. exanpl e. com 2389

$ bin/dsframewor k add-to-group \
--groupNane group-one \
- -menber Nane server 3. exanpl e. com 3389

. Set aglobal configuration property using the dsconf i g tool.

$ bin/dsconfig set-gl obal -configuration-prop \
--set configuration-server-group: group-one

. Test the server group. In this example, enable the log publisher for each directory server in
the group, server-group, by using the - - appl yChangeTo ser ver - gr oup option.

$ bin/dsconfig set-1og-publisher-prop \
--publisher-name "Fil e-Based Audit Logger" \
--set enabl ed:true \
- -appl yChangeTo server-group

. View the property on thefirst directory server instance.

$ bin/dsconfig get-1og-publisher-prop \
--publisher-name "Fil e-Based Audit Logger" \
--property enabl ed

Property : Val ue(s)

enabl ed : -true

. Repeat the step 6 on the second and third directory server instance.

. Test the server group by disabling the log publisher on the first directory server instance by
using the - - appl yChangeTo si ngl e- server.

$ bin/dsconfig set-Iog-publisher-prop \
--publisher-name "Fil e-Based Audit Logger" \
--set enabl ed: di sabl ed \
- - appl yChangeTo si ngl e-server
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9. View the property on the first directory server instance. The first directory server instance

should be disabled.

$ bin/dsconfig get-1og-publisher-prop \
--publisher-name "Fil e-Based Audit Logger" \
--property enabl ed

Property : Val ue(s)

enabl ed :-false

10.View the property on the second directory server instance. Repeat this step on the third

directory server instance to verify that the property is still enabled on that server.

$ bin/dsconfig get-Iog-publisher-prop \
--publisher-name "Fil e-Based Audit Logger" \
--property enabl ed

Property : Val ue(s)

enabl ed :.true

Domain Name Service (DNS) Caching

If needed, two global configuration properties can be used to control the caching of hostname-
to-numeric | P address (DNS lookup) results returned from the name resolution services of the
underlying operating system. Usethe dsconf i g tool to configure these properties.

networ k-addr ess-cache-ttl — Sets the Java system property net wor kaddr ess. cache. ttl,
and controls the length of time in seconds that a hostname-to-1P address mapping can be
cached. The default behavior is to keep resolution results for one hour (3600 seconds). This
setting applies to the server and all extensions loaded by the server.

networ k-addr ess-outage-cache-enabled — Caches hostname-to-1P address results in the
event of aDNS outage. Thisis set to true by default, meaning name resolution results

are cached. Unexpected service interruptions may occur during planned or unplanned
maintenance, network outages or an infrastructure attack. This cache may allow the server
to function during a DNS outage with minimal impact. This cache is not available to server
extensions.

IP Address Reverse Name Lookups

PingData servers do not explicitly perform numeric | P address-to-hostname lookups. However,
address masks configured in Access Control Lists (ACls), Connection Handlers, Connection
Criteria, and Certificate handshake processing may trigger implicit reverse name lookups. For
more information about how address masks are configured in the server, review the following
information for each server:

ACI dns: bind rules under Managing Access Control (Directory Server and Directory Proxy
Server)

58



Configuring the Directory Proxy Server

e ds-auth-al | owed- addr ess: Adding Operational Attributes that Restrict Authentication
(Directory Server)

» Connection Criteriac Restricting Server Access Based on Client IP Address (Directory Server
and Directory Proxy Server)

» Connection Handlers: restrict server access using Connection Handlers (Configuration
Reference Guide for all servers)

Configuring Traffic Through a Load Balancer

If a PingData server is sitting behind an intermediate HT TP server, such as aload balancer, a
reverse proxy, or acache, then it will log incoming requests as originating with the intermediate
HTTP server instead of the client that actually sent the request. If the actual client's |P address
must be recorded to the trace log, enable X- For war ded- * handling in both the intermediate
HTTP server and PingData server. See the product documentation for the external device type.
For PingData servers:

» Edit the appropriate Connection Handler object (HTTPS or HTTP), and set use- f or war ded-
headers tOotrue.

* When use-f orwar ded- header s isset tot r ue, the server will use the client | P address and
port information in the X- For war ded- * headersinstead of the address and port of the entity
that's actually sending the request, the load balancer. This client address information will
show up in logs where one would normally expect it to show up, such asin the f r omfield of
the HTTP REQUEST and HTTP RESPONSE messages.

Managing Root Users Accounts

The Ping |dentity Directory Proxy Server provides a default root user, cn=Di rect ory Manager,
that is stored in the server's configuration file (for example, under cn=Root DNs, cn=confi g).
Theroot user isthe LDAP-equivalent of a UNIX super-user account and inherits its read-write
privileges from the default root privilege set. Root users can be created and updated with the
dsconfi g tool. Root user entries are stored in the server’s configuration. The following isa
sample command to create a new root user:

bi n/dsconfig create-root-dn-user --user-nane "Joanne Smith" \
--set last-name: Smth \
--set first-nane:Joanne \
--set user-id:jsmth \
--set 'emuil-address:jsmth@xanpl e.com \
--set nobil e-tel ephone- nunber: 8889997777 \
--set home-t el ephone- nunber: 5556667777 \
--set work-tel ephone- nunber: 4445556666

To limit full accessto all of the Directory Proxy Server, create separate administrator accounts
with limited privileges so that you can identify the administrator responsible for a particular
change. Having separate user accounts for each administrator also makesit possible to enable
password policy functionality (such as password expiration, password history, and requiring
secure authentication) for each administrator.
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Default Root Privileges

The Ping Identity Directory Proxy Server contains a privilege subsystem that allows for amore
fine-grained control of privilege assignments. The following set of root privileges are available

to each root user DN:

Table 2: Default Root Privileges

Privilege

Description

audit-data-security

Allows the associated user to execute data security auditing tasks.

backend-backup

Allows the user to perform backend backup operations.

backend-restore

Allows the user to perform backend restore operations.

bypass-acl Allows the user to bypass access control evaluation.
config-read Allows the user to read the server configuration.
config-write Allows the user to update the server configuration.

disconnect-client

Allows the user to terminate arbitrary client connections.

Idif-export

Allows the user to perform LDIF export operations.

Idif-import

Allows the user to perform LDIF import operations.

lockdown-mode

Allows the user to request a server lockdown.

manage-topology

Allows the user to modify topology setting.

metrics-read

Allows the user to read server metrics.

modify-acl

Allows the user to modify access control rules.

password-reset

Allows the user to reset user passwords but not their own. The user must also
have privileges granted by access control to write the user password to the
target entry.

permit-get-password-policy-state-
issues

Allows the user to access password policy state issues.

privilege-change

Allows the user to change the set of privileges for a specific user, or to change
the set of privileges automatically assigned to a root user.

server-restart

Allows the user to request a server restart.

server-shutdown

Allows the user to request a server shutdown.

soft-delete-read

Allows the user access to soft-deleted entries.

stream-values

Allows the user to perform a stream values extended operation that obtains all
entry DNs and/or all values for one or more attributes for a specified portion of
the DIT.

third-party-task

Allows the associated user to invoke tasks created by third-party developers.

unindexed-search

Allows the user to perform an unindexed search in the Oracle Berkeley DB
Java Edition backend.

update-schema

Allows the user to update the server schema.

use-admin-session

Allows the associated user to use an administrative session to request that
operations be processed using a dedicated pool of worker threads.

The Directory Proxy Server provides other privileges that are not assigned to the root user DN
by default but can be added using the | dapnodi f y tool (see Modifying Individual Root User
Privileges) for more information.
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Table 3: Other Available Privileges

Privilege Description
bypass-pw-policy Allows the associated user bypass password policy rules and restrictions.
bypass-read-aci Allows the associated user to bypass access control checks performed by the

server for bind, compare, and search operations. Access control evaluation
may still be enforced for other types of operations.

jmx-notify Allows the associated user to subscribe to receive JMX notifications.
jmx-read Allows the associated user to perform JMX read operations.

jmx-write Allows the associated user to perform JMX write operations.
permit-externally-processed- Allows the associated user accept externally processed authentication.
authentication

permit-proxied-mschapv2-details Allows the associated user to permit MS-CHAP V2 handshake protocol.
proxied-auth Allows the associated user to accept proxied authorization.

Configuring Locations

Ping Identity Directory Proxy Server defines locations, both for the LDAP external servers

and the proxy server instances themselves. A location defines a collection of serversthat share
access and latency characteristics. For example, your deployment might include two data
centers, one in the east and one in the west. These data centers would be configured as two
locationsin the Directory Proxy Server. Each location is associated with a name and an ordered
list of failover locations, which could be used if none of the serversin the preferred location are
available. Y ou can define these locations using the Administrative Console or the command
line.

The Directory Proxy Server itself is also associated with alocation. Thislocation is specified
in the global configuration properties of the Directory Proxy Server. If the load balancing
algorithm’suse- | ocat i on property is set to true, then the load balancing component of the
Directory Proxy Server refersto the Directory Proxy Server’s location to determine the external
serversit prefersto communicate with.

To Configure Locations Using dsconfig

1. Usethedsconfi g tool to configure the LDAP external server locations.

$ bin/dsconfig

2. Typethe hostname or |P address for your Directory Proxy Server, or press Enter to accept
the default, localhost.

Directory Proxy Server hostnane or |P address [l ocal host]:

3. Type the number corresponding how you want to connect to the Directory Proxy Server, or
press Enter to accept the default, LDAP.
How do you want to connect?

1) LDAP
2) LDAP with SSL
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3) LDAP with StartTLS

. Type the port number for your Directory Proxy Server, or press Enter to accept the defaullt,

389.

Directory Proxy Server port nunber [389]:

. Typethe administrator's bind DN or press Enter to accept the default (cn=Directory

Manager), and then type the password.

Admi ni strator user bind DN [cn=Directory Manager]:
Password for user 'cn=Directory Manager':

. Inthe Directory Proxy Server main menu, enter the number corresponding to location

configuration. Then, enter the number to create a new location.

. Enter the name of the new location. This example demonstrates configuring alocation called

East. Enter f to finish configuring the location. Repeat this procedure to create alocation
called West.

>>>> Enter a nane for the location that you want to create: east
>>>> Configure the properties of the |ocation

Property Val ue(s)
1) description -
2) preferred-failover-location -

?) help

f) finish — create the new | ocation

d) display the equival ent dsconfig argunments to
create this object

b) back

g) quit

Enter choice [b]: f

. Next, edit the configuration of an existing location, in this example alocation named East.

>>>> Locati on nmenu
What woul d you like to do?

1) List existing |ocations

2) Create a new | ocation

3) View and edit an existing |ocation
4) Delete an existing |ocation

b) back
g) quit

Enter choice [b]: 3

>>>> Sel ect the |ocation fromthe following list:
1) East
2) West

b) back
g) quit

Enter choice [b]: 1

. Define the preferred failover location property for East. This property provides alternate

locations that can be used if serversin thislocation are not available. If more than one
location is provided, the Directory Proxy Server tries the locations in the order listed.
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>>>> Configure the properties of the Location

Ent er

Property Val ue(s)
descri ption -
preferred-fail over-location -

hel p

finish — create the new | ocation

di splay the equival ent dsconfig argunents to create this object
back

qui t

choice [b]: 2

Do you want to nodify the 'preferred-fail over-location' property?

1)

?)
a)

Ent er

Add one or nore val ues

hel p
qui t

choice [1]: 2

Sel ect the locations you wi sh to add

1)
2)
3)
4)

Ent er

East

West

Create a new | ocation
Add all | ocations

one or nore choices separated by commas[b]: 2

10.Verify and apply your change to the property.

Do you want to nodify the 'preferred-fail over-location' property?

Use the val ue: West

Add one or nore val ues
Renpbve one or nore val ues
Leave undefi ned

Revert changes

hel p
qui t

Enter choice [1]:

>>>>

1)
2)
?)
f)
d)
b)
a)

Configure the properties of the |ocation

Property Val ue(s)
descri ption -
preferred-failover-location West

hel p

finish — apply any changes to the Location

di splay the equival ent dsconfig command |ines to either
re-create this object or only to apply pendi ng changes
back

qui t

Enter choice [b]: f

11.Repeat steps 8 and 9 for the West location, assigning it afailover location of East.
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To Modify Locations Using dsconfig

1.

Usethedsconfi g tool to configure the LDAP external server locations.

$ bin/dsconfig

Type the hostname or IP address for your Directory Proxy Server, or press Enter to accept
the default, localhost.

Directory Proxy Server hostnane or |P address [l ocal host]:

Type the number corresponding how you want to connect to the Directory Proxy Server, or
press Enter to accept the default, LDAP.

How do you want to connect?
1) LDAP
2) LDAP with SSL
3) LDAP with StartTLS

Type the port number for your Directory Proxy Server, or press Enter to accept the default,
389.

Directory Proxy Server port nunber [389]:

Type the administrator's bind DN or press Enter to accept the default (cn=Directory
Manager), and then type the password.

Admi ni strator user bind DN [cn=Directory Manager]:
Password for user 'cn=Directory Manager':

In the Directory Proxy Server main menu, enter the number corresponding to Global
Configuration. Then enter the number to view and edit the Global Configuration.

Enter the number associated with the location configuration property.

Enter choice [b]: 2

Specify anew location for this Directory Proxy Server instance, in this example the East
location. Operations involving communications with other servers may prefer serversin the
same | ocation to ensure low-latency responses.

>>>> Configuring the 'location' property

Do you want to nodify the 'location' property?

1) Leave undefined

2) Change it to the location: East
3) Change it to the location: Wst
4) Create a new | ocation

b) back
q) quit

Enter choice [b]: 2
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9. Enter f to finish the operation.

Enter choice [b]: f

Configuring Batched Transactions

Y ou can configure the Directory Proxy Server to use batched transactions in both simple and
entry-balanced configurations. The batched transactions feature supports two implementations:
the standard LDAP transactions per RFC 5805 and the PingData proprietary implementation,
known as the multi-update extended operation. Batched transactions can be used through the
Directory Proxy Server in both simple and entry-balanced configurations although only in cases
in which all operations within the transaction request may be processed within the same backend
server and within the same Berkeley DB JE backend. Batched transactions cannot be processed
across multiple servers or multiple Directory Server backends.

The multi-update extended operation makes it possible to submit multiple updatesin asingle
reguest. These updates may be processed either asindividual operations or as a single atomic
unit. When the Directory Proxy Server receives a Start Batched Transaction request, it will
gueue al associated operations in memory until the End Batched Transaction request is received
with the intention to commit, at which point the set of operations is sent as a single multi-update
extended request to the Directory Server.

Add, delete, modify, modify DN, and password modify extended operations may be included
in the set of operations processed during a batch transaction. The operations are processed
sequentialy in the order in which they were included in the extended request. If an error occurs
while processing an operation in the set, then the server can be instructed to continue the
processing or to cancel any remaining operations. If the operations are not cancelled, you can
configure the server to process al operations as a single atomic unit.

Because of this use of multi-update, the external Directory Server must be configured to allow
multi-update extended requests made by the Directory Proxy Server on behalf of the DN
submitting the batched transaction. For example, the following Directory Server dsconfi g
command grants anonymous access to the multi-update extended request. The submitter of the
reguest still needs access rights for the individual operations within the multiple-update.

$ bin/dsconfig set-access-control -handl er-prop \
--add 'gl obal -aci: (extop="1.3.6.1.4.1.30221.2.6.17")(version 3.0; acl "Anonynous
access to nulti-update extended request"”; allow (read) userdn="I|dap:///anyone";)

To Configure Batched Transactions

Batched transactions are managed by the Batched Transactions Extended Operation Handler.
You can use it to configure the start transaction and end transaction operations used to indicate
the set of add, delete, modify, modify DN, and/or password modify operations as a single atomic
unit.

1. You can configure batched transactions using the dsconf i g command as follows:

$ bin/dsconfig set-extended-operation-handl er-prop \
- -handl er - name "Bat ched Transactions" \
--set enabl ed:true
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2. Configure the external serversto allow the multi-update extended operation by granting
access rights to the feature. See example in the previous section.

Configuring Server Health Checks

Y ou can use the Ping Identity Directory Proxy Server to configure different types of health
checks for your deployment. The health checks define external server availability as either

being available, unavailable, or degraded. The external server health is given avalue from 0 to
10, which is used to determine if the server is available and how that server compares to other
servers with the same state. L oad-bal ancing algorithms can be used to check the score and prefer
servers with higher scores over those with lower scores.

Anindividual health check can be defined for use against all external servers or assigned to
individual external servers, as determined by theuse-f or-al | - server s parameter within

the health check configuration object. If use- for-al | - server s is set to true, the Directory
Proxy Server applies the health check to all external serversin al locations. If use-for-al | -
servers isset to false, then the health check is only employed against an external server if the
configuration object for that external server lists the health check.

For more information about health checks and the type of health checks supported by Ping
Identity Directory Proxy Server, see About LDAP Health Checks.

About the Default Health Checks

By default, the Directory Proxy Server has two health check instances enabled for use on all
servers:

e Consume Admin Alerts. This health check detects administrative alerts from the Directory
Server, as soon as they are issued, by maintaining an LDAP persistent search for changes
within the cn=al er t s branch of the Directory Server. When the Directory Proxy Server is
notified by the Directory Server of anew alert, it immediately retrieves the base cn=noni t or
entry of the Directory Server. If this entry has avalue for the unavai | abl e-al ert -t ype
attribute, then the Directory Proxy Server will consider it unavailable. If thisentry hasa
value for the degr aded- al ert - t ype attribute, then the Directory Proxy Server will consider
it degraded.

e Get Root DSE. This health check detects if the root DSE entry exists on the LDAP external
server. Asthis entry always exists on an Ping Identity Directory Server, the absence of the
entry suggests that the LDAP external server may be degraded or unavailable.

About Creating a Custom Health Check

Y ou can create a new health check from scratch or use an existing health check as atemplate for
the configuration of a new health check. If you choose to create a custom health check, you can
create one of the following types:
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Admin Alert Health Check. This health check watches for administrative alerts generated
by the LDAP external server to determine whether the server has entered a degraded or
unavailable state.

Groovy Scripted LDAP Health Check. This health check allows you to create custom
LDAP health checksin a dynamically-loaded Groovy script, which implements the
Scri pt edLDAPHeal t hCheck class defined in the Server SDK.

Replication Backlog Health Check. While the Admin Alert Health Check consumes
replication backlog alerts emitted from external servers, afiner definition of external server
health based on replication backlog can be defined with this health check. If aserver fallstoo
far behind in replication, then the Directory Proxy Server can stop sending requeststo it. A
server is classified as degraded or unavailable if the threshold is reached for the number of
backlogged changes, the age of the oldest backlogged change, or both.

Search LDAP Health Check. This health check performs searches on an LDAP external
server and gauges the health of the server depending if the expected results were returned
within an acceptable response time. For example, if an error occurs while attempting to
communicate with the server, then the server is considered unavailable. Y ou can also apply
filters to the results to use values within the monitor entry as indicators of server health.

Third Party LDAP Health Check. This health check allows you to define LDAP health
check implementationsin third-party code using the Server SDK.

Work Queue Busyness Health Check. This health check may be used to monitor the
percentage of time that worker threads in backend servers spend processing requests.

To Configure a Health Check Using dsconfig

1

Usethedsconfi g tool to configure the LDAP external server locations.

$ bin/dsconfig

Type the hostname or IP address for your Directory Proxy Server, or press Enter to accept
the default, localhost.

Directory Proxy Server hostname or |P address [l ocal host]:

Type the number corresponding how you want to connect to the Directory Proxy Server, or
press Enter to accept the default, LDAP.

How do you want to connect?
1) LDAP
2) LDAP with SSL
3) LDAP with StartTLS

Type the port number for your Directory Proxy Server, or press Enter to accept the default,
389.

Directory Proxy Server port nunber [389]:

Type the administrator's bind DN or press Enter to accept the default (cn=Directory
Manager), and then type the password.
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Admi ni strator user bind DN [cn=Directory Manager]:
Password for user 'cn=Directory Manager':

6. Inthe Directory Proxy Server main menu, enter the number corresponding to LDAP health
checks. Enter the number to create a new LDAP Health Check, then pressn to create a new
health check from scratch.

7. Select the type of health check you want to create. This example demonstrates the creation of
anew search LDAP health check.

>>> Sel ect the type of LDAP Health Check that you want to create:

1) Admin Alert LDAP Health Check

2) Custom LDAP Heal th Check

3) G oovy Scripted LDAP Heal th Check

4) Replication Backlog LDAP Heal th Check
5) Search LDAP Heal th Check

6) Third Party LDAP Health Check

7) Work Queue Busyness LDAP Heal th Check

?) help
c) cancel
g) quit

Enter choice [c]: 5

8. Specify aname for the new health check. In this example, the health check is named Get
exanpl e. com

>>>> Enter a nane for the search LDAP Heal th Check that you want to create: Get
exanpl e. com

9. Enable the new heath check.

>>>> Configuring the 'enabl ed property
I ndi cates whether this LDAP health check is enabled for use in the server.
Sel ect a value for the 'enabled" property:

1) true
2) false

?) help
c) cancel
g) quit

Enter choice [c]: 1

10.Next, configure the properties of the health check. Y ou may need to modify the base- dn
property, as well as one or more response time thresholds for non-local external servers,
accommodating WAN latency. Below is a Search LDAP Health Check for the single
entry dc=exanpl e, dc=com which allows non-local responses of up to 2 seconds to still be

considered healthy.
>>>> Configure the properties of the Search LDAP Heal th Check
Property Val ue('s)
1) description -
2) enabl ed true
3) use-for-all-servers fal se
4) base-dn "dc=exanpl e, dc=cont
5) scope base- obj ect
6) filter (obj ect A ass=*)
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7) maxi mum | ocal - avai | abl e-response-ti ne 1ls

8) maxi mum nonl ocal - avai | abl e-response-ti nme 2s

9) m ni mum | ocal - degr aded- r esponse-ti ne 500 ns
10) mi ni mrum nonl ocal - degr aded- r esponse-ti nme 1ls
11) naxi mum | ocal - degr aded- r esponse-ti nme 10 s
12) nmaxi mum nonl ocal - degr aded- r esponse-ti ne 10 s
13) mini mum | ocal -unavai | abl e-response-tinme 5s
14) m ni mum nonl ocal - unavai | abl e-response-tine 5 s
15) allow no-entries-returned true
16) allownultiple-entries-returned true

17) available-filter
18) degraded-filter
19) unavail able-filter

?) help

f) finish - create the new Search LDAP Heal th Check

d) display the equival ent dsconfig argunents to create this object
b) back

q) quit

Configuring LDAP External Servers

The LDAP external server configuration element defines the connection, location, and health
check information necessary for the Directory Proxy Server to communicate with the server

properly.

Ping Identity Directory Proxy Server includes atool, pr epar e- ext er nal - ser ver , for
configuring communication between the Directory Proxy Server and the LDAP backend server.
After you add anew LDAP external server to an existing installation, we strongly recommend
that you run thistool to automatically create the user account necessary for communications.
The pr epar e- ext er nal - server tool does not make configuration changes to the local
Directory Proxy Server, only the external server is modified. When you run thistool, you must
supply the user account and password that you specified for the Directory Proxy Server during
configuration, cn=Pr oxy User by default.

Important: You should not usecn=bDi rect ory Manager asthe account
to use for communication between the Directory Proxy Server and the
Directory Server. For security reasons, the account used to communicate
between the Directory Proxy Server and the Directory Server should not
be directly accessible by clients accessing the Directory Proxy Server. The
account that you choose should meet the following criteria:

o For al server types, it should not exist in the Directory Proxy Server but
only in the backend directory server instances.

» For Ping Identity Directory Server, this user should be aroot user.

» For Ping Identity Directory Server, this user should not automatically
inherit the default set of root privileges, but instead should have exactly
the following set of privileges: bypass-read- acl , confi g-read,
| ockdown- node, pr oxi ed- aut h, and stream-values.

» For Sun Directory Servers, the account should be created below the
cn=Root DNs, cn=confi g entry and thensSi zeLi nit,nsTineLinit,
nsLookThr oughLi mi t, and nsl dl eTi neout values for the account should
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be set to -1. Y ou also need to create access control rules to grant the
user account appropriate permissions within the server. The pr epar e-
ext ernal - server tool handlesal of thiswork automatically.

About the prepare-external-server Tool

Usethe pr epar e- ext er nal - ser ver tool if you have added LDAP external serversusing
dsconfig. Thecreate-initial -proxy-config tool automatically runsthe pr epar e-

ext ernal - server tool to configure server communications so that you do not need to invoke it
separately. Thecreate-initi al - proxy-confi g tool verifiesthat the proxy user account exists
and has the correct password and required privileges. If it detects any problems, it prompts for
manager credentials to rectify them.

If you want the pr epar e- ext er nal - ser ver tool to add the LDAP external server’s certificates
to the Directory Proxy Server’strust store, you must include the - - pr oxy Tr ust St or ePat h
option, and either the - - pr oxyTr ust St or ePasswor d Of the - - pr oxyTr ust St or ePasswor dFi | e
option. The default location of the Directory Proxy Server trust storeisconfi g/ trust store.
Thepinisencoded intheconfi g/ truststore. pin file

For example, run the tool as follows to prepare an Ping Identity Directory Server on the remote
host, ds-east-01.example.com, listening on port 1389 for access by the Directory Proxy Server
using the default user account cn=Pr oxy User:

prepar e- ext ernal -server --hostnanme ds-east-01. exanpl e.com\
--port 1389 --baseDN dc=exanpl e, dc=com - - pr oxyBi ndPassword secr et

When the pr epar e- ext er nal - server command above is executed, it creates the cn=Pr oxy
User Root DN entry aswell as an access control rulein the Directory Server to grant the proxy
user the proxy access right.

Note: For non-Ping ldentity servers, the - - baseDN argument is required
i for the pr epar e- ext er nal - server tool. The base DN is used to create the
globa ACI entriesfor these servers.

To Configure Server Communication Using the prepare-external-server Tool

The following example illustrates how to run the pr epar e- ext er nal - ser ver tool to prepare
aDirectory Server on the remote host, ds-east-01.example.com, listening on port 1636. The
Directory Server is being accessed by a Directory Proxy Server that uses the default user
account cn=Pr oxy User, cn=Root DNs, cn=confi g. Since a password to the truststore is not
provided, the truststore defined in the - - pr oxyTr ust St or ePat h isreferenced in aread-only
manner.

* Usetheprepare-external -server tool to prepare the Directory Server. Follow the prompts
to set up the external server.

$ ./ PingDirectoryProxy/ bin/prepare-external -server \
- -baseDN dc=exanpl e, dc=com
- - proxyBi ndPasswor d password \
--host nane ds-east-01. exanpl e. com \
--useSSL \
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--port 1636
--proxyTrust StorePath /full/path/to/trust/store \
- - proxyTrust St or ePasswor d secr et

Testing connection to ds-east-01. exanpl e.com 1636 .....

Do you wish to trust the follow ng certificate?

Certificate Subject: CN=ds-east-01.exanple.com O=Exanple Self-Signed Certificate

| ssuer Subj ect: CN=ds- east - 01. exanpl e. com O=Exanpl e Sel f-Signed Certificate
Validity: Thu May 21 08:02: 30 CDT 2009 to Wed May 16 08:02: 30 CDT 2029
Enter 'y' to trust the certificate or 'n'" to reject it.

y

The certificate was added to the local trust store

Done

Testing 'cn=Proxy User' access to ds-east-01. exanple.com 1636 ..... Failed to bind as

' cn=Proxy User'

Woul d you like to create or nodify root user 'cn=Proxy User' so that it is available
for this Directory Proxy Server? (yes / no) [yes]:

Enter the DN of an account on ds-east-01. exanpl e.com 1636 with which to create or
manage the 'cn=Proxy User' account [cn=Directory Mnager]:

Enter the password for 'cn=Directory Manager':
Created ' cn=Proxy User,cn=Root DNs, cn=config'

Testing 'cn=Proxy User' privileges ..... Done

To Configure an External Server Using dsconfig

1. Usethedsconfi g tool to create and configure external servers. Then, specify the hostname,

connection method, port number, and bind DN as described in previous procedures.

$ bin/dsconfig

. Inthe Directory Proxy Server main menu, enter the number corresponding to external
servers. Then, enter the number to create a new external server.

. Select the type of server you want to create. This example creates anew Ping ldentity
Directory Server.

>>>> Sel ect the type of external server that you want to create:

1) Ping ldentity DS external server
2) JDBC external server

3) LDAP external server

4) Sun DS external server

?) help
c) cancel
g) quit

Enter choice [c]: 1

. Specify aname for the new external server. In this example, the external server is named
east].

>>>> Enter a nanme for the Ping ldentity DS external server that you want
to create: eastl
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5. Configure the host name or IP address of the target LDAP external server.

Enter a value for the 'server-host-nane' property:eastl. exanpl e.com

6. Next, configure the location property of the new external server.

Do you want to nodify the 'location' property?
1) Leave undefined
2) Change it to the |location: East
3) Change it to the |ocation: West
4) Create a new |l ocation

?) help
g) quit

Enter choice [1]: 2

7. Next, define the bind DN and bind password.

Do you want to nodify the 'bind-dn' property?

1) Leave undefined
2) Change the val ue

?) help
g) quit

Enter choice [1]: 2

Enter a value for the 'bind-dn' property [continue]: cn=Proxy User, cn=Root
DNs, cn=confi g

Enter choice [b]: 6

Do you want to nodify the 'password' property?
1) Leave undefined
2) Change the val ue
?) help
q) quit
Enter choice [1]: 2

Enter a value for the 'password' property [continue]:
Confirmthe value for the 'password' property:
8. Enter f to finish the operation.

Enter choice [b]: f

The Ping ldentity DS external server was created successfully.

Once you have completed adding the server, run the pr epar e- ext er nal - ser ver tool
to configure communications between the Directory Proxy Server and the Ping Identity
Directory Server(s).

To Configure Authentication with a SASL External Certificate

By default, the Directory Proxy Server authenticates to the Directory Server using LDAP simple
authentication (with abind DN and a password). However, the Directory Proxy Server can

be configured to use SASL EXTERNAL to authenticate to the Directory Server with a client
certificate.
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Have Directory Proxy Server instances installed and configured to communicate with the
backend Directory Server instances using either SSL or StartTLS. After the servers are
configured, perform the following steps to configure SASL EXTERNAL authentication.

1. Create a JKS keystore that includes a public and private key pair for a certificate that
the Directory Proxy Server instance(s) will use to authenticate to the Directory Server
instance(s). Run the following command in the instance root of one of the Directory Proxy
Server instances. When prompted for a keystore password, enter a strong password to protect
the certificate. When prompted for the key password, press ENTER to use the keystore
password to protect the private key:

$ keyt ool -genkeypair \
-keystore confi g/ proxy-user-keystore \
-storetype JKS \
-keyal g RSA \
-keysi ze 2048 \
-alias proxy-user-cert \
-dnanme "cn=Proxy User, cn=Root DNs, cn=config" \
-validity 7300

2. Createaconfi g/ proxy-user - keyst ore. pi n file that containsasingle line that isthe
keystore password provided in the previous step.

3. If there are other Directory Proxy Server instances in the topology, copy the pr oxy- user -
keyst or e and pr oxy- user - keyst or e. pi n filesinto the conf i g directory for al instances.

4. Usethe following command to export the public component of the proxy user certificateto a
text file:

$ keytool -export \
-keystore confi g/ proxy-user-keystore \
-alias proxy-user-cert \
-file config/proxy-user-cert.txt

5. Copy theproxy-user-cert. txt fileintotheconfi g directory of all Directory Server
instances. Import that certificate into each server's primary trust store by running the
following command from the server root. When prompted for the keystore password, enter
the password contained inthe confi g/ t rust st or e. pi n file. When prompted to trust the
certificate, enter yes.

$ keytool -inport \
-keystore config/truststore \
-alias proxy-user-cert \
-file config/proxy-user-cert.txt

6. Update the configuration for each Directory Proxy Server instance to create anew key
manager provider that will obtain its certificate from the confi g/ pr oxy- user - keyst or e file.
Run the following dsconf i g command:

$ dsconfig create- key manager - provi der \
--provi der-nanme "Proxy User Certificate" \
--type file-based \
--set enabled:true \
--set key-store-file:config/proxy-user-keystore \
--set key-store-type: JKS \
--set key-store-pin-file:config/proxy-user-keystore.pin

7. Update the configuration for each LDAP external server in each Directory Proxy Server
instance to use the newly-created key manager provider, and also to use SASL EXTERNAL
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authentication instead of LDAP simple authentication. Run the following dsconfi g
command:

$ dsconfig set-external -server-prop \
--server-nanme dsl. exanple.com 636 \
--set authentication-nethod: external \
--set "key-nmanager-provider:Proxy User Certificate"

After these changes, the Directory Proxy Server should re-establish connections to the LDAP
external server and authenticate with SASL EXTERNAL. Verify that the Directory Proxy
Server is gtill able to communicate with all backend servers by running the bi n/ st at us
command. All of the serverslisted in the "--- LDAP External Servers---" section should be
available. Review the Directory Server access log can to make sure that the BIND RESULT
log messages used to authenticate the connections from the Directory Proxy Server include
aut hType="SASL", sasl Mechani sn=" EXTERNAL" , r esul t Code=0, and aut hDN=" cn=Pr oxy
User, cn=Root DNs, cn=confi g".

Configuring Load Balancing

Y ou can distribute the load on your Directory Proxy Server using one of the load-balancing
algorithms provided with Ping Identity Directory Proxy Server. By default, the Directory Proxy
Server preferslocal servers over non-local servers, unless you set the use- | ocat i on property
of the load-bal ancing algorithm to false. Within a given location, the Directory Proxy Server
prefers available servers over degraded servers. This meansthat if at all possible, the Directory
Proxy Server sends requests to servers that are local and available before considering selecting
any server that is non-local or degraded.

Note: If theuse-1 ocati on property is set to true, then the load is balanced
only among available external serversin the same location. If no externa
servers are available in the same location, the Directory Proxy Server will
attempt to use available serversin the first preferred failover location, and

[ so on. The failover based on no external serverswith AVAILABLE health
state can be customized to allow the Directory Proxy Server to prefer local
DEGRADED health serversto serversin afailover location. See the Ping
Identity Directory Proxy Server Reference Guide for more information on
the pr ef er - degr aded- ser ver s-over - f ai | over property.

The Directory Proxy Server provides the following load-balancing algorithms:

» Failover load balancing. This algorithm forwards requests to serversin a given order,
optionally taking the location into account. If the preferred server is not available, then it will
fail over to the alternate server in a predefined order. This balancing method can be useful if
certain operations, such as LDAP writes, need to be forwarded to a primary external server,
with secondary external servers defined for failover if necessary.

» Fewest operationsload balancing. This algorithm forwards requests to the backend server
with the fewest operations currently in progress and tends to exhibit the best performance.

» Health weighted load balancing. This algorithm assigns weights to servers based on their
health scores and, optionally, their locations. For example, servers with a higher health check
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score will receive a higher proportion of the requests than servers with lower health check
scores.

* Round robin load balancing. This algorithm spreads the work evenly across a set of servers
and is historically the most common approach to load balancing.

» Single server load balancing. This algorithm forwards all operationsto a single external
server that you specify.

» Weighted load balancing. This algorithm uses statically defined weights for sets of servers
to divide load among external servers. External servers are grouped into weighted sets, the
values of which, when added to all of the weighted sets for the load balancing algorithm,
represent a percentage of the load the external servers should receive.

o Criteriabased load balancing. This agorithm allows you to balance your load across
a server topology depending on the types of operations received or the client issuing the
request.

For example, dsl and ds2 are assigned to a weighted set named Set-80 and assigned
the weight 80. The external servers ds3 and ds4 are assigned to the weighted set Set-20
and assigned the weight 20. When both sets, Set-80 and Set-20, are assigned to the load
balancing algorithm, 80 percent of the load will be forwarded to dsl and ds2, while the
remaining 20 percent will be forwarded to ds3 and ds4.

To Configure Load Balancing Using dsconfig

1. Usethedsconfi g tool to create and configure aload-balancing algorithm.

$ bin/dsconfig

Specify the hosthname, connection method, port number, and bind DN as described in
previous procedures.

2. Inthe Directory Proxy Server main menu, enter the number associated with load-balancing
algorithms.

3. Select an existing load-balancing algorithm to use as atemplate or select n to create a new
load-balancing algorithm from scratch.

>>>>Choose how to create the new Load Bal anci ng Al gorithm
n) new Load Bal ancing Al gorithmcreated from scratch

t) use an existing Load Bal ancing Algorithmas a tenplate
b) back

g) quit

Enter a choice [n]: n

4. Select the type of load-balancing algorithm that you want to create. Depending on type of
algorithm you select, you will be guided through a series of configuration properties, such as
providing a name and selecting an LDAP external server.

>>>> Sel ect the type of Load Bal ancing Al gorithmthat you want to
create:

1) Failover Load Bal ancing Al gorithm
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2) Fewest Operations Load Bal anci ng Al gorithm
3) Health Weighted Load Bal ancing Al gorithm
4) Round Robin Load Bal ancing Al gorithm

5) Single Server Load Bal ancing Al gorithm

6) Weighted Load Bal ancing Al gorithm

?) help
c) cancel
q) quit

Enter choice [c]: 3

5. Review the configuration properties for your new load-balancing algorithm. If you are
satisfied, enter f to finish.

Configuring Criteria-Based Load-Balancing Algorithms

Y ou can configure alternate |oad-balancing algorithms that determine how they function
according to request or connection criteria. These algorithms allow you to balance your load
across a server topology depending on the types of operations received or the client issuing the
request. They are called criteria-based |oad-balancing algorithms and are configured using at
least one connection criteria or request criteria. For example, you can configure criteria-based
|oad-balancing algorithms to accomplish the following:

» Route write operations to a single server from a set of replicated servers, to prevent
replication conflicts, while load balancing all other operations across the full set of servers.

* Route all operations from a specific client to asingle server in a set of replicated servers,
eliminating errors that arise from replication latency, while load balancing operations
from other clients across the full set of servers. This configuration is useful for certain
provisioning applications that need to write and then immediately read the same data.

When arequest is received, the proxying regquest processor first iterates through all of the
criteria-based |oad-balancing algorithmsin the order in which they are listed, to determine
whether the request matches the associated criteria. If there is a match, then the criteria-based
load-balancing algorithm is selected. If there is not a match, then the default load-balancing
algorithm is used.

Preferring Failover LBA for Write Operations

An administrator can configure the Directory Proxy Server to use Criteria-Based L oad-
Balancing Algorithmsto strike a balance between providing a consistent view of directory
server data for applications that require it and taking advantage of al serversin atopology

for handling read-only operations, such as search and bind. The flexible configuration model
supports awide range of criteriafor choosing which Load-Balancing Algorithm to use for each
operation. In most Directory Proxy Server deployments, Ping Identity recommends using a
Failover Load-Balancing Algorithm for at least ADD, DELETE, and MODIFY-DN operations
if not for all types of write operations.

Each Proxying Request Processor configured in the Directory Proxy Server uses a L oad-
Balancing Algorithm to choose which Directory Server to use for a particular operation. The
Load-Balancing Algorithm takes several factors into account when choosing a server:

0 The availability of the directory servers.
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0 Thelocation of the directory servers. By default Load-Balancing Algorithms prefer directory
serversin the same location as the Directory Proxy Server.

0 Whether the Directory Server is degraded for any reason, such as having aLocal DB Index
being rebuilt.

0 Theresult of configured Health Checks. For instance, a server with asmall replication
backlog can be preferred over one with alarger backlog.

O Recent operation routing history. For instance, the Round Robin Load-Balancing Algorithm
will sequentially route requests to all available servers. Typically Round Robin Load-
Balancing Algorithm does not perform as well as the Fewest Operations L oad-Balancing
Algorithm.

How these factors are used depends on the specific Load-Balancing Algorithm. The two most
commonly used L oad-Balancing Algorithms are the Failover Load-Balancing Algorithm and
the Fewest Operations Load-Balancing Algorithm. These two algorithms are similar when
determining which Directory Servers are the possible candidates for a specific operation. The
algorithms use the same criteria to determine server availability and health, and by default they
will prefer Directory Serversin the same location as the Directory Proxy Server. However, they
differ in the criteria they use to choose between available servers.

The Failover Load-Balancing Algorithm will send all operations to asingle server until it is
unavailable, and then it will send all operations to the next preferred server, and so on. This
algorithm provides the most consistent view of the topology to clients because all clients (at
least those in the same |ocation as the Directory Proxy Server) will see the same, up-to-date
view of the data, but it leaves unused capacity in the failover instances since most topologies
include multiple Directory Server replicas within each data center.

On the other hand, the Fewest Operations Load-Balancing Algorithm does the best job of
efficiently distributing traffic among multiple servers since it chooses to send each operation
to the server that has the fewest number of outstanding operations--that is, the server from the
Directory Proxy Server's point of view that is the least busy. (Note: the Fewest Operations
Load-Balancing Algorithm routes traffic to the least loaded server, which in alightly-loaded
environment can result in an imbalance since the first server in the list of configured servers
ismore likely to receive arequest.) This agorithm naturally routes to servers that are more
responsive as well as limiting the impact of servers that have become unreachable. However,
thisimplies that consecutive operations that depend on each other can be routed to different
Directory Servers, which can cause issues for some types of clients:

O If two entries are added in quick succession where thefirst entry is the parent of the second
in the LDAP hierarchy, then the addition of the child entry could fail if that operationis
routed to a different Directory Server instance than the first ADD operation, and this happens
within the replication latency.

0 Some clients add or modify an entry and then immediately read the entry back from the
server, expecting to see the updates reflected in the entry.

In these situations, it is desirable to configure the <keyword
keyref="PROXY_SERVER_BASE NAME"/> to route dependent requests to the same server.

The server affinity feature (see Configuring Server Affinity) achieves thisin some environments
but not in all because the affinity is tracked independently by each Directory Proxy Server
instance, and some clients send requests to multiple proxies. It is common for a client to not
connect to the Directory Proxy Serversdirectly but instead to connect through a network load
balancer, which in turn opens connections to the Directory Proxy Servers. Each individua client
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connection will be established to a single Directory Proxy Server so that operations on that
connection will be routed to the same Directory Proxy Server, and server affinity configured
within the Directory Proxy Server will ensure those operations will be routed to the same
Directory Server. However, many clients establish a pool of connections that are reused across
operations, and within this pool, connections will be established through the load balancer to
different Directory Proxy Servers. Dependent operations sent on different connections could
then be routed to different Directory Proxy Servers, and then on to different Directory Servers.

A Failover Load-Balancing Algorithm addresses this issue by routing all requeststo asingle
server, but that leaves unused search capacity on the other instances. A Criteria Based Load-
Balancing Algorithm enables the proxy to route certain types of requests (or requests from
certain clients) using a different Load-Balancing Algorithm than the default. For instance, al
write operations (i.e., ADD, DELETE, MODIFY, and MODIFY -DN) could be routed using
aFailover Load-Balancing Algorithm, while all other operations (bind, search, and compare)
use a Fewest Operations L oad-Balancing Algorithm. And in addition, if there are clients that
are particularly sensitive to reading entries immediately after modifying them, additional
Connection Criteria can be specified to al operations from those clients using the Failover
Load-Balancing Algorithm. Note that, routing all write requeststo asingle server in alocation
instead of evenly across servers does not limit the overall throughput of the system since all
servers ultimately have to process all write operations either from the client directly or via
replication.

Another benefit of using the Failover Load-Balancing Algorithm for write operationsis
reducing replication conflicts. The Ping Identity Directory Server follows the traditional

LDAP replication model of eventual consistency. This provides very high availability for
handling write traffic even in the presence of network partitions, but it can lead to replication
conflicts. Replication conflicts involving modify operations can be automatically resolved,
leaving the serversin a consistent state where each attribute on each entry reflects the most
recent update to that attribute. However, conflictsinvolving ADD, DELETE, and MODIFY-DN
operations cannot always be resolved automatically and can require manual involvement from
an administrator. By routing all write operations (or at least ADD, DELETE, and MODIFY-DN
operations) to a single server, replication conflicts can be avoided.

There are afew points to consider when using a Failover Load-Balancing Algorithm;

»  When using the Failover Load-Balancing Algorithm in a configuration with multiple
locations, the Load-Balancing Algorithm will fail over between local instances before failing
over to serversin aremote location. The list of serversin the backend- server configuration
property of the Load-Balancing Algorithm should be ordered such that preferred local servers
should appear before failover local servers, but the relative order of serversin different
locations is unimportant asthe pr ef err ed- f ai | over -1 ocat i on of the Directory Proxy
Server's configuration is used to decide which remote location to fail over to. Itisalso
advisable that the order of local servers match the gat eway- pri ori ty configuration settings
of the "Replication Server" configuration object on the Directory Server instances. This can
reduce the WAN replication delay because the Directory Proxy Server will then prefer to
send writes to the Directory Server with the WAN Gateway role, avoiding an extra hop to the
remote locations.

» For Directory Proxy Server configurations that include multiple Proxying Request
Processors, including Entry-Balancing environments, each Proxying Request Processor
should be updated to include its own Criteria-Based L oad-Balancing Algorithm.
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To Route Operations to a Single Server

The following example shows how to extend a Directory Proxy Server's configuration to use
aCriteria Based Load Balancing Algorithm to route all write requests to a single server using
a Failover Load Balancing Algorithm. The approach outlined here can easily be extended to
support alternate criteria as well as more complex topologies using multiple locations or Entry
Balancing.

This example uses a simple deployment of a Directory Proxy Server fronting three Directory
Servers. dsl.example.com, ds2.example.com, and ds3.example.com.

Once these configurations changes are applied, the Directory Proxy Server will route all write
operations to dsl.example.com as long as it is available and then to ds2.example.com if it is not,
while routing other types of operations, such as searches and binds, to all three servers using the
Fewest Operations Load Balancing Algorithm.

1. First, create alocation.

dsconfig create-location --1ocation-nane Austin

2. Update the failover location for your server.

dsconfig set-location-prop --location-nanme Austin

3. Set thelocation as aglobal configuration property.

dsconfi g set-gl obal -configuration-prop --set |ocation:Austin

4. Set up the health checks for each external server.

dsconfig create-|dap-health-check \
--check-nanme ds1. exanpl e. com 389 _dc_exanpl e_dc_com sear ch- heal t h- check \
--type search --set enabled:true --set base-dn: dc=exanpl e, dc=com

dsconfig create-|dap-health-check \
- -check- nane ds2. exanpl e. com 389_dc_exanpl e_dc_com sear ch- heal t h- check \
--type search --set enabled:true --set base-dn: dc=exanpl e, dc=com

dsconfi g create-|dap-health-check \
- -check-nane ds3. exanpl e. com 389_dc_exanpl e_dc_com sear ch- heal t h- check \
--type search --set enabled:true --set base-dn: dc=exanpl e, dc=com

5. Create the external servers.

dsconfig create-external -server --server-nanme dsl. exanpl e. com 389 \

--type ping identity-ds \

--set server-host-nane: dsl. exanpl e.com --set server-port:389 \

--set location:Austin --set "bind-dn:cn=Proxy User, cn=Root DNs, cn=config" \
--set password: AADoPkhx22qgpi BQI7TOX4wWH7 \

--set heal t h-check: dsl1. exanpl e. com 389_dc_exanpl e_dc_com sear ch- heal t h- check

dsconfi g create-external -server --server-nane ds2.exanpl e.com 389 \

--type ping identity-ds \

--set server-host-nane: ds2. exanpl e. com --set server-port: 389 \

--set location:Austin --set "bind-dn:cn=Proxy User, cn=Root DNs, cn=config" \
--set password: AAAoVgVYsEavey80TOQX R60I \

--set heal t h-check: ds2. exanpl e. com 389_dc_exanpl e_dc_com sear ch- heal t h- check

dsconfi g create-external -server --server-nane ds3. exanpl e.com 389 \

--type ping identity-ds \

--set server-host-nane: ds3. exanpl e.com --set server-port:389 \

--set location:Austin --set "bind-dn:cn=Proxy User, cn=Root DNs, cn=config" \
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--set password: AADCkvebOTt YROxpkVr NgM F \
--set heal t h-check: ds3. exanpl e. com 389_dc_exanpl e_dc_com sear ch- heal t h- check

6. Create alL oad Balancing Algorithm for dc=exanpl e, dc=com

dsconfi g create-|oad-bal anci ng-al gorithm\

--al gorithm nane dc_exanpl e_dc_com f ewest - operati ons \
--type fewest-operations --set enabled:true \

--set backend-server:dsl. exanpl e. com 389 \

--set backend-server: ds2. exanpl e. com 389 \

--set backend-server: ds3. exanpl e. com 389

7. Create a Request Processor for dc=exanpl e, dc=com

dsconfi g create-request-processor \

--processor-nanme dc_exanpl e_dc_comreq- processor \

--type proxying \

--set | oad-bal anci ng-al gorithm dc_exanpl e_dc_com f ewest - oper ati ons

8. Create a Subtree View for dc=exanpl e, dc=com

dsconfi g create-subtree-view\

--view nane dc_exanpl e_dc_com vi ew \

--set base-dn: dc=exanpl e, dc=com \

--set request-processor: dc_exanpl e_dc_comreq- processor

9. Update the client connection policy for dc=example,dc=com.

dsconfig set-client-connection-policy-prop \
--policy-nane default \
--add subtree-vi ew dc_exanpl e_dc_com vi ew

10.Create a new Request Criteria object to match all write operations.

dsconfig create-request-criteria \

--criteria-name any-wite \

--type sinple --set "description:All Wite Operations" \
--set operation-type:add --set operation-type:delete \
--set operation-type:nodify --set operation-type: nodify-dn

11.Create anew Failover Load Balancing Algorithm listing the serversthat should be included.
Note the order that the servers are listed here isthe failover order between servers.

dsconfi g create-| oad-bal anci ng-al gorithm\
--al gorithmnanme dc_exanpl e_dc_comfail over \
--type failover --set enabled:true \

--set backend-server:dsl. exanpl e. com 389 \
--set backend-server: ds2. exanpl e. com 389 \
--set backend-server: ds3. exanpl e. com 389

12.Tie the Request Criteria and the Failover Load Balancing Algorithm together into a Criteria
Based Load Balancing Algorithm.

dsconfig create-criteria-based-| oad-bal anci ng-al gorithm\
--al gorithmnanme dc_exanpl e_dc_comwite-traffic-Ilba \
--set "description: Failover LBA For AIl Wite Traffic" \
--set request-criteria:any-wite \

--set | oad-bal anci ng-al gorithm dc_exanpl e_dc_com fail over

13.Update the Proxying Request Processor to use the Criteria Based Load Balancing Algorithm.

dsconfi g set-request-processor-prop \
--processor-nanme dc_exanpl e_dc_comreq- processor \
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--set criteria-based-| oad-bal anci ng-al gorithm dc_exanpl e_dc_comwite-traffic-Iba

To Route Operations from a Single Client to a Specific Set of Servers

To create atype of server affinity, where all operations from asingle client are routed to a
specific set of servers, follow asimilar process as in the previous use case. Instead of request
criteria, configure connection criteria. These connection criteriaidentify clients that could be
adversely affected by replication latency. These clients will use the Failover Load Balancing
Algorithm rather than the default Fewest Operations L oad Balancing Algorithm.

For example, an administrative tool includes a"delete user” function. If the application
immediately re-queries the directory for an updated list of users, the just-deleted entry must not
be included. To configure a criteria-based load balancing algorithm to support this use case,
perform the following:

» Create afailover load balancing algorithm that lists the same set of servers as the existing
fewest operation load balancing agorithm.

» Create connection criteriathat match the clients for which failover load balancing should be
applied, rather than fewest operations load balancing.

» Create acriteria-based load balancing algorithm that references the two configuration objects
created in the previous steps.

» Assign the new load balancing algorithm to the proxying request processor.

The following procedure provides examples of each of these steps.

1. Create the new failover load balancing algorithm using dsconf i g asfollows:

dsconfi g create-|oad-bal anci ng-al gorithm\
--algorithmnanme client_one_routing_al gorithm\
--type failover --set enabled:true \
--set backend-server: east 1. exanpl e.com 389 \
--set backend-server: east 2. exanpl e. com 389

2. Toroute operations from asingle client to asingle server in a set of replicated servers, create
connection criteriausing dsconf i g asfollows:

dsconfi g create-connection-criteria \
--criteria-name "Client One" --type sinple \
--set included-user-base-dn: cn=Cl i ent One, ou=Apps, dc=exanpl e, dc=com

3. Configure acriteria-based load balancing algorithm and assign it to the proxying request
processor. Use the load balancing algorithm and connection criteria created in the previous

steps:

dsconfig create-criteria-based-| oad-bal anci ng-al gorithm\
--al gorithm name dc_exanpl e_dc_comclient-operations \
--set | oad-bal anci ng-al gorithm dc_exanpl e_dc_com fail over \
--set "request-criteria:Cient One Requests”

4. Assign the new criteria-based load balancing agorithm to the proxying request processor
using dsconfi g asfollows:
dsconfi g set-request-processor-prop \

--processor-nanme dc_exanpl e_dc_comreq- processor \
--add criteria-based-| oad- bal anci ng-agorithm dc_exanpl e_dc_com cl i ent - operati ons
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Understanding Failover and Recovery

Once a previously degraded or unavailable server has recovered, it should be eligible to start
receiving traffic within the time configured for the health-check-frequency property, 30 seconds
by default. However, failover and recovery also depend on the load-balancing algorithm in use.

The load-balancing algorithm provides an ordered list of serversto check, with the number of
serversin the list based on the maximum number of retry attempts. The server checksto seeif
affinity should be used and, if so, whether an affinity is set for that load-balancing algorithm. If
thereisan affinity to a particular server and that server is classified as available, then that server
will always be the first in the list.

Next, the Directory Proxy Server creates atwo-dimensional matrix of servers based on the
health check state (with available preferred over degraded and unavailable not considered at

al) and location (with backend serversin the same location as the Directory Proxy Server most
preferred, then serversin the first failover location, then the second, and so on). Within each of
these sets, and ideally at least one server in the local data center is classified as available, the
|oad-balancing algorithm selects the serversin the order of most preferred to least preferred
based on whatever logic the load-balancing algorithm uses. The load-balancing algorithm keeps
selecting servers until enough of them have been selected to satisfy the maximum number of
possible retries.

The load-balancing algorithm includes a configuration option that allows you to decide whether
to prefer location over availability and vice-versa. For example, isaloca degraded server more
or less preferred than aremote available server? By default, the algorithm will prefer available
servers over degraded ones, evenif it hasto go to another data center to access them. You can
change the load-balancing algorithm to try to stay in the same data center if at |east one server is
not unavailable.

The Directory Proxy Server does both proactive and reactive health checking. With proactive
health checking, the Directory Proxy Server will periodically (by default, every 30 seconds), run
afull set of tests against each backend server. The result of these tests will be usd to determine
the overall health check state (available, degraded, or unavailable) and score (and integer value
from 10 to 0). With reactive health checking, the Directory Proxy Server may kick off alesser
set of health checks against a server if an operation forwarded to that server did not complete
successfully.

Proactive health checking can be used to promote and demote the health of a server, but reactive
health checking can only be used to demote the health of a server. Asaresult, if a server

is determined to be unavailable, then it will remain that way until a subsequence proactive
health check determinesthat it has recovered. If a server is determined to be degraded, it may
not become available until the next proactive health check, but it could be downgraded to
unavailable by areactive check if other failures are encountered against that server.

Both proactive and reactive health check assignments take effect immediately and will be
considered for all subsegquent requests routed to the load-balancing algorithm. If aaserver is
considered degraded, then it will immediately be considered less desirable than available servers
in the same data center, and possibly |ess desirable than available serversin more remote data
centers. If aserver is considered unavailable, then it will not be eligible to be selected until it is
reclassified as available or degraded.
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Configuring Proxy Transformations

The Ping Identity Directory Proxy Server provides proxy transformations to alter the
contents of client requests as they are sent from the client to the LDAP external server. Proxy
transformations can also be used to alter the responses sent back from the server to the client,
including altering or omitting search result entries. The Directory Proxy Server providesthe
following types of data transformations:

Attribute mapping. This transformation rewrites client requests so that referencesto one
attribute type may be replaced with an alternate attribute type. The Directory Proxy Server
can perform extensive replacements, including attribute names used in DNs and attribute
names encoded in the values of a number of different controls and extended operations.
For example, aclient requests auseri d attribute, which is replaced with ui d before being
forwarded on to the backend server. This mapping appliesin reverse for the response
returned to the client.

Default value. This transformation instructs the Directory Proxy Server to include a
static attribute value in search results being sent back to the client, in ADD requests
being forwarded to an external server, or both. For example, avalue of "marketing"
for busi nesscCat egor y could be returned for all search results under the base DN
ou=mar ket i ng, dc=exanpl e, dc=com

DN mapping. This transformation rewrites client requests so that references to entries below
aspecified DN will be mapped to appear below another DN. For example, referencesto
entries below o=exanpl e. comcould be rewritten so that they are below dc=exanpl e, dc=com
instead. The mapping appliesin reverse for the response returned to the client.

Groovy scripted. This custom transformation is written in Groovy and does not need to be
compiled, though they use the Server SDK. These scripts make it possible to alter requests
and responses in ways not available using the transformations provided with the Directory
Proxy Server.

Suppress attribute. This proxy transformation allows you to exclude a specified attribute
from search result entries. It al'so provides the ability to reject add, compare, modify, modify
DN, or search requestsif they attempt to reference the target attribute.

Suppress entry. This proxy transformation allows you to exclude any entries that match
aspecified filter from a set of search results. Search requests are transformed so that the
original filter will be ANDed with aNOT filter containing the exclude filter. For example, if
the suppression filter is" (obj ect O ass=secr et Ent ry) ", then a search request with afilter
of " (ui d=j ohn. doe) " will be transformed so that it has a filter of " ( &( ui d=j ohn. doe) (!
(obj ect d ass=secretEntry)))".

Simpleto external bind. This proxy transformation may be used to intercept a simple bind
regquest and instead process the bind asa SASL EXTERNAL bind. If the SASL EXTERNAL
bind fails, then the original simple bind request may or may not be processed, depending on
how you configure the server.
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Third-party scripted. This custom transformation is created using the Server SDK, making
it possible to alter requests and responses in ways not available using the transformations
provided with the Directory Proxy Server.

To Configure Proxy Transformations Using dsconfig

1.

Usethedsconfi g tool to create and configure a proxy transformation.

$ bin/dsconfig

Enter the connection parameters (for example, hostname, port, bind DN and bind DN
password).

In the Directory Proxy Server main menu, enter the number associated with proxy
transformations. On the Proxy Transformation menu, enter the number to create a new proxy
transformation.

Select the type of proxy transformation you want to create. In this example, we create an
attribute mapping transformation. Then, enter a name for the new transformation.

>>>> Enter a nane for the Attribute Mapping Proxy Transformation that you
want to create: userid-to-uid

Indicate whether you want the transformation to be enabled by default.

Sel ect a value for the 'enabl ed" property:

1) true
2) false

?) help
c) cancel
g) quit

Enter choice [c]: 1
Specify the name of the client attribute that you want to remap to atarget attribute. Note that
this attribute must not be equal to the target attribute.

Enter a value for the 'source-attribute' property: userid

Specify the name of the target attribute to which the client attribute should be mapped.
Enter a value for the '"target-attribute' property: uid
The properties of your new proxy transformation are displayed. If you want to make any

further modifications, enter the number corresponding to the property. Enter f to finish the
creation of the proxy transformation.

Enter choice [b]: f

The transformation now needs to be assigned to arequest processor. To create an initial
reguest processor, see the next section.
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Configuring Request Processors

A reguest processor is responsible for handling client requests by passing the request through a
load-balancing algorithm or one or more subordinate request processors. The request processor
is also the Directory Proxy Server component that performs proxy transformations. Y ou can
create one of the following types of request processors:

» Proxying request processor. Thisrequest processor is responsible for passing allowed
operations through aload balancing algorithm. Proxy transformations can be applied to
reguests and responses that are processed. Multiple servers may be configured to provide
high availability and load balancing, and various transformations may be applied to the
reguests and responses that are processed.

* Entry-balancing request processor. This request processor is used to distribute entries
under a common parent entry among multiple backend sets. A backend set is a collection of
replicated directory servers that contain identical portions of the data. This request processor
uses multiple, subordinate proxying reguest processors to process operations and maintains
in-memory indexes to speed the processing of specific search and modify operations.

» Failover request processor. This request processor performs ordered failover between
subordinate proxying processors, sometimes with different behavior for different types of
operations. For example, you could use afailover request processor to achieve round-robin
load balancing for read operations but failover |oad-balancing for writes.

To Configure Request Processors Using dsconfig

1. Usethedsconfi g tool to create and configure arequest processor.

$ bin/dsconfig

2. Specify the hostname, connection method, port number, and bind DN as described in
previous procedures.

3. Inthe Directory Proxy Server main menu, enter the number associated with Request
Processor configuration and select the option to create a new Request Processor.

4. Select an existing request processor to use as atemplate for creating a new one or enter n
to create one from scratch. In this example, we create a new proxying request processor
from scratch. Y ou will be required to choose an existing load balancing algorithm or create
anew one to complete the create of the request processor. Below is the configuration of the
proxying request processor after selection of the load balancing algorithm.

Property Val ue('s)

1) description -

2) enabl ed true

3) all owed-operation abandon, add, bind, conpare, delete,
extended, nodify, nodify-dn, search

4) | oad- bal anci ng- al gorithm dc_exanpl e_dc_com f ewest - oper ati ons

5) transformation -

6) referral-behavior pass-t hrough

7) supported-control account -usabl e, assertion,
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aut hori zation-identity,
get-aut hori zati on-entry,
get-effective-rights, get-server-id,
i gnor e- no- user - nodi fi cati on
intermedi ate-client, manage-dsa-it,
mat ched- val ues, no-op, password-policy,
perm ssive-nodi fy, post-read, pre-read
pr oxi ed- aut hori zati on-v1l
pr oxi ed- aut hori zati on-v2,
real -attributes-only, retain-identity,
subentries, subtree-delete
virtual -attributes-only

8) supported-control-oid

?) help

f) finish - create the new Proxyi ng Request Processor

d) display the equival ent dsconfig arguments to create this object
b) back

q) quit

5. Review the configuration properties of the new request processor. If you are satisfied, enter
to finish. For the request processor to be used, it must be associated with a subtree view.

To Pass LDAP Controls with the Proxying Request Processor

If your deployment does not use entry balancing and requires the use of LDAP controls not
defined in the request processor's supported-control property, configure the Directory Proxy
Server to forward these controls correctly. Thisis done by configuring the suppor t ed- control -
oi d property to define the request OID of the LDAP control. The Directory Proxy Server
updates the root DSE suppor t edCont r ol attribute with the values entered for the suppor t ed-
cont rol - oi d property.

Configuring Server Affinity

The Directory Proxy Server supports the ability to forward a sequence of requests to the same
external server if specific conditions are met. This feature, called server affinity, is applied

by the load balancing algorithms. The following server affinity methods are available in the
Directory Proxy Server:

» Client Connection. Requests from the same Directory Proxy Server client connection are
consistently routed to the same external server.

* Client IP. Directory Proxy Server client requests coming from the same client |P address are
routed to the same externa server.

« Bind DN. Requests from all client connections authenticated as the same bind DN are routed
to the same external server.

For each algorithm, you can specify the set of operations for which an affinity will be
established, as well as the set of operations for which affinity will be used. Affinity assignments
have atime-out value so that they are in effect for some period of time after the last operation
that may cause the affinity to be set or updated.
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To Configure Server Affinity

In this example, we create abind DN server affinity provider for any client requesting write
operations to have subsequent requests, whether read or write, forwarded to the same external
server. The affinity period will last for 30 seconds after the last write request.

1. Usethedsconfi g tool to configure server affinity. Specify the hostname, connection
method, port number, and bind DN as described in previous procedures.

$ bin/dsconfig

2. Inthe Directory Proxy Server main menu, enter the number associated with server affinity
provider configuration

3. On the Server Affinity menu, enter the number corresponding to creating anew server
affinity provider.

4. Enter aname for your new server affinity provider.

>>>> Enter a nanme for the Bind DN Server Affinity Provider
that you want to create: Affinity for Witing Applications

5. Indicate whether you want the server affinity provider to be enabled for use by the Directory
Proxy Server. In this example, enter 1 to enable to the server affinity provider.

6. Next, configure the properties of the server affinity provider. For example, you can
customize the types of operations for which affinity may be set and the types of operations
for which affinity may be used, as well as the length of time for which the affinity should
persist. This exampleillustrates the properties of the bind DN server affinity provider.

>>>> >>>> Configure the properties of the Bind DN Server Affinity Provider

Property Val ue('s)
1) description -
2) enable true
3) affinity-duration 30 s
4) set-affinity-operation add, delete, nodify, nodify-dn
5) wuse-affinity-operation add, bind, conpare, delete, nodify,

nodi fy-dn, search

?) help

f) finish - create the new Bind DN Server Affinity Provider

d) display the equival ent dsconfig arguments to create this object
b) back

g) quit

Enter choice [b]:

7. Review the properties of the server affinity provider. If you are satisfied, enter f to finish.
Once defined, the affinity provider can now be assigned to aload balancing algorithm.
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Configuring Subtree Views

Y ou provide clients access to a specific portion of the DIT creating a subtree view and assigning
it to aclient connection policy. Y ou can configure subtree views from the command line or
using the Administrative Console.

When you create a subtree view, you provide the following information to configure its
properties:

» Subtreeview name
» Base DN managed by the subtree view

» Reguest processor used by the subtree view to route requests. If one does not exist already,
you will create a new one.

To Configure Subtree View
1. Usedsconfi g to configure a subtree view.

2. Inthe Directory Proxy Server main menu, enter the number associated with subtree view
configuration

3. Inthe Subtree View menu, enter the number corresponding to creating a new subtree view.
4. Enter aname for the subtree view.

5. Enter the base DN of the subtree managed by this subtree view.

Enter a value for the ‘base-dn’ property: dc=exanpl e, dc=com

6. Select arequest processor for this subtree view to route requests or make the appropriate
selection to create anew one.

Sel ect a Request Processor for the ‘request-processor’ property:

1) dc_exanpl e_dc_comreq- processor
2) Create a new Request Processor

?) help
c) cancel
q) quit

Enter choice [c]: 1

7. Review the properties of the subtree view. If you are satisfied, enter f to finish.

>>>> Configure the properties of the Subtree View
>>>> via creating 'exanple.coml Subtree View

Property Val ue(s)
1) description -
2) base-dn "dc=exanpl e, dc=conf'
3) request-processor dc_exanple_dc_comreq-processor
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?) help
f) finish - create the new Subtree View
d) display the equival ent dsconfig argunments to create

t hi s obj ect
b) back
g) quit

Once configured, you can assign one or more subtree views to any client connection policies.

Configuring Client Connection Policies

Client connection policies help distinguish what portions of the DIT the client can access. They
also enforce restrictions on what clients can do in the server. A client connection policy specifies
criteriafor membership based on information about the client connection, including client
address, protocol, communication security, and authentication state and identity. The client
connection policy, however, does not control membership based on the type of request being
made.

Every client connection is associated with exactly one client connection policy at any given
time, which is assigned to the client when the connection is established. The choice of which
client connection policy to use will be reevaluated when the client attempts a bind to change its
authentication state or uses the StartTL S extended operation to convert an insecure connection
to a secure one. Any changes you make to the client connection policy do not apply to existing
connections. The changes only apply to new connections.

Client connections are always unauthenticated when they are first established. If you plan to
configure a policy based on authentication, you must define at least one client connection policy
with criteria that match unauthenticated connections.

Once aclient has been assigned to a policy, you can determine what operations they can
perform. For example, your policy might allow only SASL bind operations. Client connection
policies are also associated with one or more subtree views, which determine the portions of the
DIT aparticular client can access. For example, you might configure a policy that prevents users
connecting over the extranet from accessing configuration information. The client connection
policy is evaluated in addition to access control, so even aroot user connecting over the extranet
would not have access to the configuration information.

Understanding the Client Connection Policy
Client connection policies are based on two things:

» Connection criteria. The connection criteria are used in many areas within the server. They
are used by the client connection policies, but they can also be used in other instances when
the server needs to perform matching based on connection-level properties, such asfiltered
logging. A single connection can match multiple connection criteria definitions.

» Evaluation order index. If multiple client connection policies are defined in the server, then
each of them must have a unique value for the evaluation-or der-index property. The client
connection policies are evaluated in order of ascending evaluation order index. If aclient
connection does not match the criteriafor any defined client connection policy, then that
connection will be terminated.
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If the connection policy matches a connection, then the connection is assigned to that policy and
no further evaluation occurs. If, after evaluating all of the defined client connection policies, no
match is found, the connection is terminated.

When a Client Connection Policy is Assigned

A client connection policy can be associated with a client connection at the following times:

*  When the connection isinitially established. This association occurs exactly once for each
client connection.

» After completing processing for a StartTL S operation. This association occurs at most once
for aclient connection, because StartTL S cannot be used more than once on a particular
connection. Y ou also may not stop using StartTL S while keeping the connection active.

» After completing processing for abind operation. This association occurs zero or more times
for a client connection, because the bind request can be processed many times on a given
connection.

StartTL S and bind requests will be subject to whatever constraints are defined for the client
connection policy that is associated with the client connection at the time that the request
isreceived. Once they have completed, then subsequent operations will be subject to the
constraints of the new client connection policy assigned to that client connection. This policy
may or may not be the same client connection policy that was associated with the connection
before the operation was processed. That is, any policy changes do not apply to existing
connections and will be applicable when the client reconnects.

All other types of operations will be subject to whatever constraints are defined for the client
connection policy used by the client connection at the time that the request is received. The
client connection policy assigned to a connection never changes as aresult of processing any
operation other than abind or StartTLS. So, the server will not re-evaluate the client connection
policy for the connection in the course of processing an operation. For example, the client
connection policy will never be re-evaluated for a search operation.

Restricting the Type of Search Filter Used by Clients

Y ou can restrict the types of search filtersthat a given client may be allowed to use to prevent
the use of potentially expensive filters, like range or substring searches. Y ou can use the

al l oned-filter-type property to provide alist of filter types that may be included in the
search requests from clients associated with the client connection policy. This setting will only
be used if search isincluded in the set of allowed operation types. This restriction will only

be applied to searches with a scope other than basej ect , such as searches with a scope of

si ngl eLevel , whol eSubt r ee, Or subor di nat eSubt r ee.

Theni ni mum subst ri ng-1 engt h property can be used to specify the minimum number of non-
wildcard charactersin a substring filter. Any attempt to use a substring search with an element
containing fewer than this number of bytes will be rejected. For example, the server can be
configured to reject filterslike" (cn=a*)" and " (cn=ab*) ", but to allow " (cn=abcde*) . This
property setting will only be used if search isincluded in the set of allowed operation types
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and at least one of sub-initi al , sub-any, or sub-fi nal isincluded in the set of allowed filter
types.

There are two primary benefits to enforcing a minimum substring length:

« Allowing very short substrings can require the server to perform more expensive processing.
The search requires alot more server effort to assemble a candidate entry list for short
substrings because the server has to examine alot more index keys.

» Allowing very short substrings makes it easier for a client to put together a series of requests
to retrieve all the data from the server (a process known as "trawling"). If amalicious
user wants to obtain all the datafrom the server, then it is easier to issue 26 requests
like" (cn=a*)","(cn=b*)","(cn=c*)", ..., "(cn=z*)" thanif the user isrequired to do
something like " (cn=aaaaa*)", " (cn=aaaab*)", " (cn=aaaac*)", ..., "(cn=zzzzz*)".

Defining Request Criteria

The client connection policy provides several properties that allow you to define the kinds of
requeststhat it can issue. Ther equi r ed- oper ati on-request-criteri a property causesthe
server to reject any requests that do not match the referenced request criteria. The pr ohi bi t ed-
oper ation-request-criteria property causesthe server to reject any request that matches the
referenced request criteria.

Setting Resource Limits

A client connection policy can specify resource limits, helping to ensure that no single client
monopolizes server resources. The resource limits are applied in addition to any global
configuration resource limits. In other words, a client connection policy cannot grant additional
resources beyond what is set in the global configuration. If a client connection exceeds either a
globally-defined limit or apolicy limit, then it is terminated.

Note: The Directory Proxy Server’s global configuration can enforce limits
on the number of concurrent connections that can be established in the
following ways:

* Limit the total number of concurrent connections to the server.

* Limit the total number of concurrent connections from the same |P
address.

* Limit the total number of concurrent connections authenticated as the
same bind DN.

Defining the Operation Rate

Y ou can configure the maximum operation rate for individual client connections as well as
collectively for all connections associated with a client connection policy. If the operation rate
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limit is exceeded, the Directory Proxy Server may either reject the operation or terminate the
connection. Y ou can define multiple rate limit values, making it possible to fine tune limits for
both along term average operation rate and short term operation bursts. For example, you can
define alimit of one thousand operations per second and one million operations per day, which
works out to an average of |ess than twelve operations per second, but with bursts of up to one
thousand operations per second.

Rate limit strings should be specified as a maximum count followed by a slash and a duration.
The count portion must contain an integer, and may be followed by a multiplier of k (to indicate
that the integer should be interpreted as thousands), m (to indicate that the integer should be
interpreted as millions), or g (to indicate that the integer should be interpreted as billions). The
duration portion must contain atime unit of milliseconds (ms), seconds (s), minutes (m), hours
(h), days (d), or weeks (w), and may be preceded by an integer to specify a quantity for that unit.

For example, the following are valid rate limit strings:

0 1/s(no more than one operation over a one-second interval)
0 10K/5h (no more than ten thousand operations over afive-hour interval)
0 5m/2d (no more than five million operations over atwo-day interval)

Y ou can provide time units in many different formats. For example, a unit of seconds can be
signified using s, sec, sect, second, and seconds.

Client Connection Policy Deployment Example

In this exampl e scenario, we assume the following:

0 Two external LDAP clients are allowed to bind to the Directory Proxy Server.
0 Client 1 should be allowed to open only 1 connection to the server.
O Client 2 should be allowed to open up to 5 connections to the server.

Defining the Connection Policies

We need to set a per-client connection policy limit on the number of connections that may

be associated with a particular client connection policy. We have to define at least two client
connection policies, one for each of the two clients. Each policy must have different connection
criteriafor selecting the policy with which a given client connection should be associated.

Because the criteriais based on authentication, we must create athird client connection policy
that applies to unauthenticated clients, because client connections are always unauthenticated
as soon as they are established and before they have sent a bind request. Plus, clients are not
required to send a bind request as their first operation.

Therefore, we define the following three client connection palicies:

0 Client 1 Connection Policy, which only allows client 1, with an evaluation order index of 1.

0 Client 2 Connection Policy, which only allows client 2, with an evaluation order index of 2.
Unauthenticated Connection Palicy, which allows unauthenticated clients, with an
evaluation order index of 3.
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We define simple connection criteriafor the Client 1 Connection Policy and the Client 2
Connection Policy with the following properties:

O Theuser-aut h-t ype must not include none, so that it will only apply to authenticated client
connections.

O Thei ncl uded- user - base- dn should match the bind DN for the target user. This DN may be
full DN for the target user, or it may be the base DN for a branch that contains a number of
users that you want treated in the same way.

To create more generic criteria that match more than one user, you could list the DNs of each of
the users explicitly in thei ncl uded- user - base- dn property. If thereisagroup that contains all
of the pertinent users, then you could instead usethe[ al | | any| not - al | | not - any] - i ncl uded-
user - gr oup- dn property to apply to all members of that group. If the entries for al of the users
match a particular filter, then you could usethe[ al I | any| not - al I | not - any] - i ncl uded-
user-filter property to match them.

How the Policy is Evaluated

Whenever a connection is established, the server associates the connection with exactly

one client connection policy. The server does this by iterating over all of the defined client
connection policiesin ascending order of the evaluation order index. Policies with alower
evaluation order index value will be examined before those with a higher evaluation order index
value. Thefirst policy that the server finds whose criteria match the client connection will be
associated with that connection. If no client connection policy is found with criteria matching
the connection, then the connection will be terminated.

So, in our example, when a new connection is established, the server first checks the connection
criteria associated with the Client 1 Connection Policy because it has the lowest evaluation
order index value. If it finds that the criteria do not match the new connection, the server then
checks the connection criteria associated with the Client 2 Connection Policy because it has the
second lowest evaluation order index. If these criteria do not match, the server finally checksthe
connection criteria associated with the Unauthenticated Connection Policy, because it has the
third lowest evaluation order index. It finds a match, so the client connection is associated with
the Unauthenticated Connection Policy.

After the client performs a bind operation to authenticate to the server, then the client connection
policies will be re-evaluated. If client 2 performs the bind, then the Client 1 Connection Policy
will not match but the Client 2 Connection Policy will, so the connection will be re-associated
with that client connection policy. Whenever a connection is associated with a client connection
policy, the server will check to see if the maximum number of client connections have already
been associated with that policy. If so, then the newly-associated connection will be terminated.

For example, Client 1 opens a new connection. Because it is a new connection not yet associated
with connection criteria, it is assigned to the Unauthenticated Connection Policy. Client 1 then
sends a bind request. The determination of whether the bind operation is allowed is made based
on the constraints defined in the Unauthenticated Connection Policy, becauseit is the client
connection policy aready assigned to the client connection. Once the bind has completed,

then the server will reevaluate the client connection policy against the connection criteria
associated with Client 1 Connection Policy, because it has the lowest evaluation order index.
The associated connection criteria match, so processing stops and the client connectionis
assigned to the Client 1 Connection Policy.
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Next, Client 2 opens a new connection. Because it is anew connection not yet associated

with connection criteria, it is assighed to the Unauthenticated Connection Policy. When

Client 2 sends a bind request, the operation is allowed based on the constraints defined in

the Unauthenticated Connection Policy. Once the bind is complete, the client connection is
evaluated against the connection criteria associated with Client 1 Connection Policy, because
it has the lowest evaluation order index. The associated connection criteria do not match,

so the client 2 connection is evaluated against the connection criteria associated with Client

2 Connection Palicy, because it has the next lowest evaluation order index. The associated
connection criteria match, so processing stops and the client connection is assigned to Client 2
Connection Policy.

Client 1 sends a search request. The Client 1 Connection Policy is used to determine whether the
search operation should be alowed, because thisis the client connection policy assigned to the
client connection for client 1. The connection is not reevaluated, before or after processing the
search operation.

To Configure a Client Connection Policy Using dsconfig

1. Usethedsconfi g tool to create and configure a client connection policy.

$ bin/dsconfig

2. Enter the connection parameters to the server (for example, hostname, connection method,
port, bind DN and bind DN password).

3. Inthe Directory Proxy Server main menu, enter the number associated with client connection
policy configuration. Then enter the number to create a new client connection policy.
>>>> Client connection policy nmenu
What woul d you like to do?
1) List existing client connection policies
2) Create a new client connection policy
3) View and edit an existing client connection policy
4) Delete an existing client connection policy

b) back
g) quit

Enter choice [b]: 2

4. Enter n to create anew client connection policy from scratch.

>>>> Sel ect an existing Cient Connection Policy to use as a
tenplate for the new Cient Connection Policy configuration or
‘n’” to create one fromscratch:

1) default

n) new Client Connection Policy created from scratch
c) cancel
g) quit

5. Enter aname for the new client connection policy.

Enter the 'policy-id" for the dient Connection Policy that you
want to create: new_policy
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6. Indicate whether you want the policy to be enabled by default.

Sel ect a value for the 'enabl ed property:

1) true
2) false

?) help
c) cancel
g) quit

Enter choice [c]: 1

7. Provide avaluefor theeval uati on- or der - i ndex property. Client connection policies with a
lower index will be evaluated before those with a higher index.

Enter a value for the 'eval uation-order-index' property: 2

8. The properties of your new client connection policy are displayed. If you want to make any
further modifications, enter the number corresponding to the property. Enter f to finish the
creation of the client connection policy.

Any changes that you make to the client connection policy do not apply to existing
connections. They will only apply to new connections.

Configuring Globally Unique Attributes

The Ping Identity Directory Proxy Server supports a Globally Unique Attributes feature that
ensures uniqueness for any value defined for a set of attributes within a subtree view. Y ou can
also configure when the server checks for attribute conflicts, either prior to any add, modify, or
modify DN change request (pre-commit) or after the successful completion of a change request
(post-commit).

About the Globally Unique Attribute Plug-in

The Directory Proxy Server supports a Globally Unique Attribute Plug-in that prevents any
value within a defined set of attributes to appear more than once in any entry for one or more
subtree views. Administrators can aso configure whether conflict validation should be checked
before an add, modify, or modify DN request to one or more backend servers or after the change
has successfully completed.

For example, if the pre- commi t - val i dati on property is enabled, the Globally Unique Attribute
Plugin performs one or more searches to determine whether any entries conflict with the

change (i.e., add, modify, or modify DN). If a conflict is detected, then the change request will
be rejected. If the post - commi t - val i dat i on property is enabled, after the change has been
processed, the server performs one or more searches to determine if a conflict was created in
multiple servers at the same time. If a conflict is detected in this manner, then an administrative
aert will be generated to notify administrators of the problem so that they can take any manual
corrective action.
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Note: The Globally Unique Attribute plug-in will attempt to detect and/

or prevent unique attribute conflicts for changes processed through this
Directory Proxy Server, but it cannot detect conflicts introduced by changes
applied by clients communicating directly with backend servers.

i We recommend that the Unique Attribute plug-in be enabled for all backend
servers with the same configuration, so that conflicts can be detected within
individual backend server instances. However, the Unique Attribute plug-
in alone may not be sufficient for cases in which the content is split across
multiple sets of servers (e.g., in an entry-balanced environment or in proxy
configurations with different branches on different servers).

In general, note the following points about pre-commit validation versus post-commit
validation:

e Pre-commit validation is the only mechanism that can try to prevent conflicts. It will increase
the processing time for add, modify, and modify DN operations because the necessary
searches to look for conflicts happen before the update request is forwarded to any backend
servers.

» Post-commit validation will only let you know (via administrative alert) about conflicts
that already exist in the data. It can't prevent conflicts, but can alow you to deal with them
in atimely manner. It also operates during the post-response phase, so it won't affect the
processing time for the associated write operation.

* Inmost cases, pre-commit validation should be sufficient to prevent conflicts, athough we
recommend that you periodically runthei dent i fy-uni que-attribut e-conflicts tool
to find any conflicts that may have arisen. If you want to mitigate any risks due to conflicts
being generated by concurrent operations in different servers, then using both pr e- cormi t -
val i dati on and post - conmi t - val i dat i on properties provides the best combination of
preventing most conflicts in advance, and detecting and alerting about conflicts that arise
from concurrent writes.

For more detailed information about the plug-in, see the Directory Proxy Server Reference
(HTML)

To Configure the Globally Unique Attribute Plug-in

The following example shows how to configure the Globally Unique Attribute plug-in. The
example defines an attribute set consisting of thet el ephoneNunber and nobi | e attributes
within the "test-view" subtree view. Thenul ti pl e-at t ri but e- behavi or property determines
the scope of how attributes may differ among entries and is the same property for the Directory
Server plug-in. The property is set to uni que- acr oss-al | -at tri but es-i ncl udi ng-i n- same-
ent ry, which indicates that the t el ephone and nobi | e attributes must be unique throughout
the subtree view, even within an entry. The pr e- conmi t - val i dat i on property ensures that

the Globally Unique Attribute Plugin performs one or more searches to determine whether any
entries conflict with the change (i.e., add, modify, or modify DN). If a conflict is detected, then
the change request will be rejected.

Note that all configured attributes should be indexed for equality in al backend servers.
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* Rundsconfi g to create the Globally Unique Attribute plug-in. The server will check that
any add, maodify, or modify DN request does not conflict with any attribute valuesin the
entries. If thereis aconflict, the change request will be rejected.

$ bin/dsconfig cr eate-plugin \
- pl ugi n-nane "d obal | y- Uni que tel ephone and nobile" \
--type gl obal | y-uni que-attribute \
--set enabled:true \
--set type:tel ephoneNunber \
--set type:nobile \
--set subtree-view test-view\
--set multiple-attribute-behavior:unique-across-all-attributes-including-in-sane-
ent ry \
-set pre-commit-validation:all-avail abl e-backend-servers

Configuring the Global Referential Integrity Plug-in

The Ping Identity Directory Proxy Server supports aglobal referential integrity plug-in
mechanism that maintains DN references from a specified set of attributes to entries that exist
in the server (e.g., between the members values of a static group and the corresponding user
entries). The plug-in intercepts delete and modify DN operations and updates any references
to the target entry. For a delete operation, any references to the target entry are removed. For
modify DN operations, any references to the target entry are updated to reflect the new DN of
the entry.

The plug-inissimilar to the Directory Server Referential Integrity Plug-in but does not have
an asynchronous mode. When enabled on the Directory Proxy Server, the client response will
be delayed until the referential integrity processing is complete. For Directory Proxy Server
deployments not using entry balancing and using Directory Server external servers, it isbest to
instead use the Referential Integrity Plug-in on the Directory Server.

An equality index must be defined on all attributes referenced within the Global Referential
Integrity Plug-in across all external servers.

Sample Global Referential Integrity Plug-in

» Usedsconfi g to configure the Globa Referential Integrity plug-in. The plug-in ensures
that the menber , uni queMenber , and manager attributes maintain their DN referencesin
the defined subtree views. Note that any attributes for which referential integrity should
be maintained should have values which are DNs and should be indexed for equality in all
backend servers.

$ bin/dsconfig cr eate-plugin \
--plugin-nanme "G obal Referential Integrity" \
--type gl obal -referential-integrity \
--set "enabl ed:true" \
--set "attribute-type: nenber” \
--set "attribute-type: uni queMenber” \
--set "attribute-type: manager" \
--set "subtree-view enpl oyee-view' \
--set "subtree-view groups-view'
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Configuring an Active Directory Server Back-end

Configuring an Active Directory server back-end requires adsconf i g script. The following
settings are required for an Active Directory server:

e verify-credential s-met hod: bi nd- on- exi sti ng- connecti ons, and aut hori zat i on-
net hod: r ebi nd

Active Directory does not support pr oxy- as. Existing connections must be reused.
e set max-connection-age: 5m and heal t h- check- pool ed- connecti ons: true

Active Directory drops idle connections after 15 minutes. The proxy needs to refresh the
connection pool in a shorter interval.

The following example dsconf i g script configures two Active Directory servers (AD-SRV1 and
AD-SRV2).

dsconfi g set-I|dap-heal t h-check-prop --check-nanme "Consune Admin Alerts" \
--reset use-for-all-servers

dsconfi g set-trust-manager-provider-prop \
--provider-nanme "Blind Trust" \
--set enabl ed:true

dsconfi g create-external -server --server-nane AD-SRV1 --type active-directory \
--set server-host-nane: exanpl e. server \
--set server-port:636 \
--set bind-dn: cn=ProxyUser, dc=dom ad2, dc=Il ocal \
--set password: password --set connection-security:ssl \
--set key-nmanager-provider:Null --set trust-manager-provider:"Blind Trust" \
--set authorization-nmethod: rebind \
--set verify-credential s- et hod: bi nd- on- exi sting-connections \
--set max-connection-age: 5m\
--set heal t h- check- pool ed- connecti ons:true

dsconfi g create-external -server --server-nane AD-SRV2 --type active-directory \
--set server-host-nane: exanpl e. server \
--set server-port:636 \
--set bind-dn: cn=ProxyUser, dc=dom ad2, dc=Il ocal \
--set password: password \
--set connection-security:ssl \
--set key-nmanager-provider:Null \
--set trust-manager-provider:"Blind Trust" \
--set authori zati on-net hod: rebi nd \
--set verify-credential s-nmethod: bi nd-on- exi sti ng-connections \
--set max-connection-age: 5m\
--set heal t h- check- pool ed- connecti ons:true

dsconfi g create-|oad-bal anci ng-al gorithm --al gorithm nane AD- LBA \
--type fewest-operations \
--set enabl ed:true \
--set backend-server: AD- SRV1 \
--set backend-server: AD- SRV2 \
--set use-location:false

dsconfi g create-request-processor --processor-nanme AD Proxy --type proxying \
--set | oad-bal anci ng-al gorithm AD- LBA

dsconfi g create-subtree-view --vi ew nane AD Vi ew \
--set base-dn: dc=dom ad2, dc=I| ocal \
--set request-processor: AD- Proxy

dsconfig set-client-connection-policy-prop --policy-nanme default \
--set subtree-view AD- Vi ew

98



Managing Access Control

Chapter
4 Managing Access Control

The Ping Identity Directory Proxy Server provides a fine-grained access control model to
ensure that users are able to access the information they need, but are prevented from accessing
information that they should not be allowed to see. It also includes a privilege subsystem that
provides even greater flexibility and protection in many key aress.

This chapter presents the access control model and how it applies to the Directory Proxy Server.
Topics:

» Overview of Access Control

*  Working with Targets

* Examples of Common Access Control Rules

« Validating ACls Before Migrating Data

« Migrating ACls from Sun/Oracle to Ping Identity Directory Server
*  Working with Privileges
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Overview of Access Control

The access control model uses access control instructions (ACls), which are stored in the aci
operational attribute, to determine what a user or a group of users can do with a set of entries,
down to the attribute level. The operational attribute can appear on any entry and affects the
entry or any subentries within that branch of the directory information tree (DIT).

Access control instructions specifies four items:

* Resources. Resources are the targeted items or objects that specifies the set of entries and/
or operations to which the access control instruction applies. For example, you can specify
access to certain attributes, such asthe cn or user Passwor d password.

« Name. Nameisthe descriptive label for each access control instruction. Typicaly, you
will have multiple access control instructions for a given branch of your DIT. The access
control name helps describe its purpose. For example, you can configure an access control
instructions labelled "ACI to grant full access to administrators.”

e Clients. Clients are the users or entities to which you grant or deny access. Y ou can
specify individual users or groups of users using an LDAP URL. For example, you
can specify agroup of administrators using the LDAP URL: gr oupdn="1dap: ///
cn=adm ns, ou=gr oups, dc=exanpl e, dc=com "

* Rights. Rights are permissions granted to users or client applications. Y ou can grant or
deny access to certain branches or operations. For example, you can grant r ead or wri t e
permission to at el ephoneNunber attribute.

Key Access Control Features

The Ping Identity Directory Proxy Server provides important access control features that provide
added security for the Directory Proxy Server's entries.

Improved Validation and Security

The Directory Proxy Server provides an access control model with strong validation to help
ensure that invalid ACls are not allowed into the server. For example, the Directory Proxy
Server ensures that all access control rules added over LDAP are valid and can be fully parsed.
Any operation that attempts to store one or moreinvalid ACls are rejected. The same validation
is applied to ACls contained in dataimported from an LDIF file. Any entry containing a
malformed aci value will be rejected.

As an additional level of security, the Directory Proxy Server examines and validates all ACls
stored in the data whenever a backend is brought online. If any malformed ACls are found in
the backend, then the server generates an administrative aert to notify administrators of the
problem and placesitself in lockdown mode. While in lockdown mode, the server only allows
requests from users who have the ockdown- node privilege. This action alows administrators
to correct the malformed ACI while ensuring that no sensitive datais inadvertently exposed due
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to an access control instruction not being enforced. When the problem has been corrected, the
administrator can use the eave- | ockdown- node tool or restart the server to allow it to resume
normal operation.

Global ACls

Global AClsareaset of AClsthat can apply to entries anywhere in the server (although they
can also be scoped so that they only apply to a specific set of entries). They work in conjunction
with access control rules stored in user data and provide a convenient way to define ACls that
span disparate portions of the DIT.

In the Ping Identity Directory Proxy Server, global ACls are defined within the server
configuration, in the gl obal - aci property of configuration object for the access control
handler. They can be viewed and managed using configuration tools like dsconf i g and the
Administrative Console.

The global AClsavailable by default in the Ping Identity Directory Proxy Server include:

« Allow anyone (including unauthenticated users) to access key attributes of the root DSE,
including: nam ngCont ext s, subschemaSubent ry, suppor t edAut hPasswor dSchenes,
support edControl , support edExt ensi on, support edFeat ur es, suppor t edLDAPVer si on,
suppor t edSASLMechani sns, vendor Narre, and vendor Ver si on.

» Allow anyone (including unauthenticated users) to access key attributes of the subschema
subentry, including: at t ri but eTypes, dl TCont ent Rul es, dl TSt r uct ur eRul es,
| dapSynt axes, mat chi ngRul es, mat chi ngRul eUse, nameFor ns, and obj ect O asses.

» Allow anyone (including unauthenticated users) to include the following controls in requests
made to the server: authorization identity request, manage DSA IT, password policy, rea
attributes only, and virtual attributes only.

« Allow anyone (including unauthenticated users) to request the following extended
operations. get symmetric key, password modify request, password policy state, StartTLS,
and Who Am |?

Access Controls for Public or Private Backends

The Ping Identity Directory Proxy Server classifies backends as either public or private,
depending on their intended purpose. A private backend is one whose content is generated by
the Directory Proxy Server itself (for example, the root DSE, monitor, and backup backends), is
used in the operation of the server (for example, the configuration, schema, task, and trust store
backends), or whose content is maintained by the server (for example, the LDAP changelog
backend). A public backend is intended to hold user-defined content, such as user accounts,
groups, application data, and device data.

The Ping Identity Directory Proxy Server access control model aso supports the distinction
between public backends and private backends. Many private backends do not allow writes of
any kind from clients, and some of the private backends that do allow writes only allow changes
to aspecific set of attributes. As aresult, any access control instruction intended to permit or
restrict access to information in private backends should be defined as global ACls, rather than
attempting to add those instructions to the data for that private backend.
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General Format of the Access Control Rules

Access control instructions (ACIs) are represented as strings that are applied to one or more
entries within the Directory Information Tree (DIT). Typically, an ACI is placed on a subtree,
such asdc=exanpl e, de=com and applies to that base entry and all entries below it in the tree.
The Directory Proxy Server iterates through the DIT to compile the access control rulesinto an
internally-used list of denied and allowed targets and their permissabl e operations. When a client
application, such as| dapsear ch, enters arequest, the Directory Proxy Server checks that the
user who binds with the server has the necessary access rights to the requested search targets.
AClsare cumulatively applied, so that a user who may have an ACI at an entry, may also have
other access rights available if AClsare defined higher in the DIT and are applicable to the user.
In most environments, ACls are defined at the root of a main branch or a subtree, and not on
individual entries unless absolutely required.

dc=example,dc=com

aci: (targetattr!="userPassword")(version 3.0; acl "Allow anonymous read access for anyone"; allow (read,search,compare) userdn="Idap:///anyone";)
aci: (targetattr="*"){version 3.0; acl "Allow users to update their own entries”; allow (write) userdn="Idap:///self";)
aci: (targetattr="*")(version 3.0; acl "Grant full access for the admin user"; allow (all) userdn="ldap:///cn=dir-admins,ou=Groups,dc=example,dc=com";)

ou=Groups,dc=example,dc=com ou=People,dc=example,dc=com
Figure 3: ACI

An access control rule has a basic syntax as follows:

aci : (targets) (version 3.0; acl "nane"; perm ssions bind rules;)

Table 4: Access Control Components

Access Control Component Description

targets Specifies the set of entries and/or attributes to which an access control rule
applies. Syntax: (target keyword = || = expression)

name Specifies the name of the ACI.

permissions Specifies the type of operations to which an access control rule might apply.

Syntax: allow||deny (permission)

bind rules Specifies the criteria that indicate whether an access control rule should apply
to a given requestor. Syntax: bind rule keyword = ||!= expression;. The bind rule
syntax requires that it be terminated with a ";".

Summary of Access Control Keywords

This section provides an overview of the keywords supported for use in the Ping |dentity
Directory Proxy Server access control implementation.
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Targets

A target expression specifies the set of entries and/or attributes to which an access control rule
applies. The keyword specifies the type of target element. The expression specifies the items that
istargeted by the access control rule. The operator is either the equal ("=") or not-equal ("!=").
Note that the "!=" operator cannot be used withtargattrfilters andt ar get scope keywords.
For specific examples on each target keyword, see the section Working with Targets.

(keyword [=]||! =] expression)

The following keywords are supported for use in the target portion of ACls:

Table 5: Summary of Access Control Target Keywords

Target Keyword Description Wildcards

extop Specifies the OIDs for any extended operations to which the access control No
rule should apply.

target Specifies the set of entries, identified using LDAP URLSs, to which the access |Yes
control rule applies.

targattrfilters Identifies specific attribute values based on filters that may be added to or Yes
removed from entries to which the access control rule applies.

targetattr Specifies the set of attributes to which the access control rule should apply. Yes

targetcontrol Specifies the OIDs for any request controls to which the access control rule No
should apply.

targetfilter Specifies one or more search filters that may be used to indicate the set of Yes

entries to which the access control should apply.

targetscope Specifies the scope of entries, relative to the defined target entries or the entry |No
containing the ACI fi there is no target, to which the access control rule should

apply.

Permissions

Permissions indicate the types of operations to which an access control rule might apply. You
can specify if the user or group of users are allowed or not allowed to carry out a specific
operation. For example, you would grant read access to atargeted entry or entries using "allow
(read)" permission. Or you can specifically deny access to the target entries and/or attributes
using the "deny (read)" permission. Y ou can list out multiple permissions as required in the
ACI.

al | ow (perm ssionl ..., permnission2,...perm ssionN)

deny (perm ssionl ..., permn ssion2,...perm ssionN)

The following keywords are supported for use in the permissions portion of ACIs:

Table 6: Summary of Access Control Permissions

Permission Description

add Indicates that the access control should apply to add operations.
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Permission Description

compare Indicates that the access control should apply to compare operations, as well as to search
operations with a base-level scope that targets a single entry.

delete Indicates that the access control should apply to delete operations.

export Indicates that the access control should only apply to modify DN operations in which an entry is
moved below a different parent by specifying a new superior DN in the modify DN request. The
requestor must have the export permission for operations against the entry's original DN. The
requestor must have the i mpor t permission for operations against the entry's new superior DN.
For modify DN operations that merely alter the RDN of an entry but keeps it below the same parent
(i.e., renames the entry), only the wr i t € permission is required. This is true regardless of whether
the entry being renamed is a leaf entry or has subordinate entries.

import See the description for the expor t permission.

proxy Indicates that the access control rule should apply to operations that attempt to use an alternate
authorization identity (for example, operations that include a proxied authorization request control,
an intermediate client request control with an alternate authorization identity, or a client that
has authenticated with a SASL mechanism that allows an alternate authorization identify to be

specified).
read Indicates that the access control rule should apply to search result entries returned by the server.
search Indicates that the access control rule should apply to search operations with a non-base scope.
selfwrite Indicates that the access control rule should apply to operations in which a user attempts to add

or remove his or her own DN to the values for an attribute (for example, whether users may add or
remove themselves from groups).

write Indicates that the access control rule should apply to modify and modify DN operations.

all An aggregate permission that includes all other permissions except “proxy.” This is equivalent to
providing a permission of “add, compare, delete, read, search, selfwrite, write.”

Bind Rules

The Bind Rules indicate whether an access control rule should apply to a given requester. The
syntax for the target keyword is shown below. The keyword specifies the type of target element.
The expression specifies the items that is targeted by the access control rule. The operator is
either equals ("=") or not-equals ("!="). The semi-colon delimiter symbol (";") isrequired after
the end of the final bind rule.

keyword [=]|!=] expression;

Multiple bind rules can be combined using boolean operations (AND, OR, NOT) for more
access control precision. The standard Boolean rules for evaluation apply: innermost to outer
parentheses first, left to right expressions, NOT before AND or OR. For example, an ACI that
includes the following bind rule targets all users who are not ui d=adni n, dc=exanpl e, dc=com
and use simple authentication.

(userdn! ="l dap:///ui d=adm n, dc=exanpl e, dc=cont’ and aut hnet hod="si nple");

The following bind rule targets the ui d=admi n, dc=exanpl e, dc=comand authenticates using
SASL EXTERNAL or accesses the server from aloopback interface.

(userdn="Idap:///ui d=adm n, dc=exanpl e, dc=com and (aut hnmet hod="SSL" or ip="127.0.0.1"));

The following keywords are supported for use in the bind rule portion of ACls:
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Table 7: Summary of Bind Rule Keywords

Bind Rule Keyword

Description

authmethod Indicates that the requester’s authentication method should be taken into account when
determining whether the access control rule should apply to an operation. Wildcards are not
allowed in this expression. The keyword's syntax is as follows:
aut hmet hod = nethod
where method is one of the following representations:
O none
O simple. Indicates that the client is authenticated to the server using a bind DN and password.
O ssl. Indicates that the client is authenticated with an SSL/TLS certificate (e.g., via SASL
EXTERNAL), and not just over a secure connection to the server.
0 sasl {sasl_mechanism}. Indicates that the client is authenticated to the server using a
specified SASL Mechanism.
The following example allows users who authenticate with an SSL/TLS certificate (e.g., via SASL
EXTERNAL) to update their own entries:
aci: (targetattr="*")
(version 3.0; acl "Allow users to update their own entries";
allow (wite) (userdn="ldap:///self" and aut hmethod="ssl");)
dayofweek Indicates that the day of the week should be taken into account when determining whether the
access control rule should apply to an operation. Wildcards are not allowed in this expression.
Multiple day of week values may be separated by commas. The keyword’s syntax is as follows:
dayof week = dayl, day2,
where day is one of the following representations:
O sun
0 mon
0 tues
0O wed
O thu
g fr
0 sat
The following example allows users who authenticate with an SSL/TLS certificate (e.g., via SASL
EXTERNAL) on weekdays to update their own entries:
aci: (targetattr="*")
(version 3.0; acl "Allow users to update their own entries";
allow (wite) (dayofweek!="sun,sat" and userdn="I|dap:///self"
and aut hmet hod="ssl ") ;)
dns Indicates that the requester's DNS-resolvable host name should be taken into account when

determining whether the access control rule should apply to an operation. Wildcards are allowed
in this expression. Multiple DNS patterns may be separated by commas. The keyword’s syntax is
as follows:

dns = dns- host - nane

The following example allows users on hostname ser ver . exanpl e. comto update their own
entries:

aci: (targetattr="*")
(version 3.0; acl "Allow users to update their own entries";
allow (wite) (dns="server.exanple.con and userdn="ldap:///self");)
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Bind Rule Keyword

groupdn

timeofday

userattr

Description

Indicates that the requester’'s group membership should be taken into account when determining
whether the access control rule should apply to any operation. Wildcards are not allowed in this
expression.

groupdn [ = || !'=1] "ldap:///groupdn [ || |dap:///groupdn ]
The following example allows users in the managers group to update their own entries:

aci: (targetattr="*")
(version 3.0; acl "Allow users to update their own entries";
allow (wite)
(groupdn="1dap:///cn=manager s, ou=gr oups, dc=exanpl e, dc=cont') ;)

Indicates that the requester’s IP address should be taken into account when determining whether
the access control rule should apply to an operation. Wildcards are allowed in this expression.
Multiple IP address patterns may be separated by commas. The keyword'’s syntax is as follows:

ip[ =] '=1] ipAddressLi st

where ipAddressList is one of the following representations:

A specific IPv4 address: 127.0.0.1

An IPv4 address with wildcards to specify a subnetwork: 127.0.0.*

An IPv4 address or subnetwork with subnetwork mask: 123.4.5.0+255.255.255.0
An IPv4 address range using CIDR notation: 123.4.5.0/24

An IPv6 address as defined by RFC 2373.

O Ooooo

The following example allows users on 10.130.10.2 and localhost to update their own entries:

aci: (targetattr="*")
(version 3.0; acl "Allow users to update their own entries";
allow (wite) (ip="10.130.10.2,127.0.0.1" and userdn="Idap:///
self");)

Indicates that the time of day should be taken into account when determining whether the access
control rule should apply to an operation. Wildcards are not allowed in this expression. The
keyword'’s syntax is as follows:

tinmeofday [ =[] != ]| >=[] >[] <=[| <] tine

where time is one of the following representations:

O 4-digit 24-hour time format (0000 to 2359, where the first two digits represent the hour of the
day and the last two represent the minute of the hour)
0 Wildcards are not allowed in this expression

The following example allows users to update their own entries if the request is received before
12 noon.

aci: (targetattr="*")
(version 3.0; acl "Allow users who authenticate before noon
to update their own entries";
allow (wite) (timeofday<1200 and userdn="I|dap:///self"
and aut hmet hod="si npl e") ;)

Indicates that the requester’s relation to the value of the specified attribute should be taken

into account when determining whether the access control rule should apply to an operation.

A bindType value of USERDN indicates that the target attribute should have a value which
matches the DN of the authenticated user. A bindType value of GROUPDN indicates that the
target attribute should have a value which matches the DN of a group in which the authenticated
user is a member. A bindType value of LDAPURL indicates that the target attribute should have a
value that is an LDAP URL whose criteria matches the entry for the authenticated user. Any value
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Bind Rule Keyword

userdn

Description
other than USERDN, GROUPDN, or LDAPURL is expected to be present in the target attribute of
the authenticated user’s entry. The keyword’s syntax is as follows:

userattr = attrName# [ bi ndType || attrValue ]

where:

O attrName = name of the attribute for matching
O bindType = USERDN, GROUPDN, LDAPURL

0 attrValue = an attribute value. Note that the attrVALUE of the attribute must match on both
the bind entry and the target of the ACI.

The following example allows a manager to change employee's entries. If the bind DN is specified
in the manager attribute of the targeted entry, the bind rule is evaluated to TRUE.

aci: (targetattr="*")
(version 3.0; acl "Allow a manager to change enpl oyee entries";
allow (wite) userattr="manager#USERDN'; )

The following example allows any member of a group to change employee's entries. If the bind
DN is a member of the group specified in the allowEditors attribute of the targeted entry, the bind
rule is evaluated to TRUE.

aci: (targetattr="*")
(version 3.0; acl "Allow allowkditors to change enpl oyee entries";
allow (wite) userattr="all owEdi t or s#GROUPDN"; )

The following example allows allows a user's manager to edit that user's entry and any entries
below the user's entry up to two levels deep. You can specify up to five levels (0, 1, 2, 3, 4) below
the targeted entry, with zero (0) indicating the targeted entry.

aci: (targetattr="*")
(version 3.0; acl "Allow nmanagers to change enpl oyees entries two
| evel s bel ow';
allow (wite) userattr="parent[0, 1, 2]. manager #USERDN"; )

The following example allows any member of the engineering department to update any other
member of the engineering department at or below the specified ACI.

aci: (targetattr="*")

(version 3.0; acl "Allow any nmenber of Eng Dept to update any ot her
nenber of the

engi nering departnent at or below the AC";

allow (wite) userattr="departnment #ENG NEERI NG';)

The following example allows an entry to be updated by any user whose entry matches the
criteria defined in the LDAP URL contained in the al | owedEdi t or Cri t eri a attribute of the
target entry.

aci: (targetattr="*")

(version 3.0; acl "Allow a user that matches the filter to change
entries";

allow (wite) userattr="all owedEditorCriteria#LDAPURL";)

Indicates that the user’s DN should be taken into account when determining whether the access
control rule should apply to an operation. The keyword'’s syntax is as follows:

userdn [ = || '=1] "ldap:///value [ || "ldap:///value ..."]

where value is one of the following representations:

O The DN of the target user

O Avalue of anyone to match any client, including unauthenticated clients.
O Avalue of al | to match any authenticated client.
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Bind Rule Keyword |Description
0O Avalue of par ent to match the client authenticated as the user defined in the immediate
parent of the target entry.
0 Avalue of sel f to match the client authenticated as the user defined in the target entry.

If the value provided is a DN, then that DN may include wildcard characters to define patterns. A
single asterisk will match any content within the associated DN component, and two consecutive
asterisks may be used to match zero or more DN components.

The following example allows users to update their own entries:

aci: (targetattr="*")
(version 3.0; acl "Allow users to update their own entries";
allow (wite) userdn="ldap:///self";)

Working with Targets

The following section presents a detailed look and examples of the target ACI keywords:
target,targetattr,targetfilter,targattrfilters,targetscope,targetcontrol,and
ext op.

target

Thet ar get keyword indicates that the ACI should apply to one or more entries at

or below the specified distinguished name (DN). The target DN must be equal or

subordinate to the DN of the entry in which the ACI is placed. For example, if you

place the ACI at the root of ou=Peopl e, dc=exanpl e, dc=com you can target the DN,

ui d=user. 1, ou=Peopl e, dc=exanpl e, dc=comwithin your ACI rule. The DN must meet the
string representation specification of distinguished names, outlined in RFC 4514, and requires
that special characters be properly escaped.

Thet ar get clause has the following format, where DN is the distinguished name of the entry or
branch:

(target = | dap:///DN)
For example, to target a specific entry, you would use a clause such as the following:
(target = | dap:///uid=john. doe, ou=Peopl e, dc=exanpl e, dc=con)

Note that, in general, specifying atarget DN is not recommended. It is better to have the ACI
defined in that entry and omit thet ar get element altogether. For example, although you can
have (t ar get =" I dap: / / / ui d=j ohn. doe, ou=Peopl e, dc=exanpl e, dc=conj inany of the
dc=exanpl e, dc=comoOr ou=Peopl e entries, it is better for it to be defined in the ui d=j ohn. doe
entry and not explicitly include thet ar get element.

The expression alows for the "not equal" (1=) operator to indicate that all entries within the
scope of the given branch that do NOT match the expression be targeted for the ACI. Thus, the
following expression targets all entries within the subtree that do not match ui d=j ohn. doe.

(target != Idap:///uid=john.doe, ou=Peopl e, dc=exanpl e, dc=con)

Thet ar get keyword also supports the use of asterisk (*) characters as
wildcards to match elements within the distinguished name. The following

108



Managing Access Control

target expression matches all entries that contains and begins with "john.d,
" so that entrieslike "j ohn. doe, ou=Peopl e, dc=exanpl e, dc=com" and
"j ohn. davi es, ou=Peopl e, dc=exanpl e, dc=com' would match.

(target = |dap:///uid=john.d*, ou=Peopl e, dc=exanpl e, dc=com)

The following target expression matches all entries whose DN begins with "john.d," and
matches the ou attribute. Entrieslike "j ohn. doe, ou=Peopl e, dc=exanpl e, dc=com" and
"j ohn. davi es, ou=asi a- br anch, dc=exanpl e, dc=com' would match.

(target = |dap:///uid=john.d*, ou=*, dc=exanpl e, dc=comn)

Another example of a complete ACI targets the entries in the ou=Peopl e, dc=exanpl e, dc=com
branch and the entries below it, and grants the users the privilege to modify all of their user
attributes within their own entries.

aci : (target="1dap: /// ou=Peopl e, dc=exanpl e, dc=conl')
(targetattr="*")
(version 3.0; acl "Allow all the ou=People branch to nodify their own entries";
allow (wite) userdn="ldap:///self";)

targetattr

Thetar get at t r keyword targets the attributes for which the access control instruction should
apply. There are four general forms that it can take in the Ping Identity Directory Proxy Server:

* (targetattr="*"). Indicates that the access control rule appliesto all user attributes.
Operational attributes will not automatically be included in this set.

e (targetattr="+"). Indicates that the access control rule appliesto all operational attributes.
User attributes will not automatically be included in this set.

o (targetattr="attr1||attr2||attr3||...|[attr N" ). Indicates that the access control rule applies
only to the named set of attributes.

* (targetattr!="attr1||attr2||attr3||...||attr N" ). Indicates that the access control rule applies
to all user attributes except the named set of attributes. It will not apply to any operational
attributes.

The targeted attributes can be classified as user attributes and operational attributes. User
attributes define the actual datafor that entry, while operational attributes provide additional
metadata about the entry that can be used for informational purposes, such as when the entry
was created, last modified and by whom. Metadata can also include attributes specifying which
password policy applies to the user, or overrided default constraints like size limit, time limit, or
look-through limit for that user.

The Ping Identity Directory Proxy Server distinguishes between these two types of attributes

in its access control implementation. The Directory Proxy Server does not automatically grant
any access at all to operational attributes. For example, the following clause applies only to user
attributes and not to operational attributes:

(targetattr="*")

Y ou can also target multiple attributes in the entry. The following clause targets the common
name (cn), surname (sn) and state (st) attribute:
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(targetattr="cn||sn||st")

Y ou can use the "+" symbol to indicate that the rule should apply to all operational attributes, as
follows:

(targetattr="+")

Toinclude all user and all operational attributes, you use both symbols, as follows:

(targetattr="*|| +")

If thereis aneed to target a specific operational attribute rather than all operational attributes,
then it can be specifically included in the values of thet ar get at t r clause, as follows:

(targetattr="ds-rlimsize-linmt")

Or if you want to target all user attributes and a specific operational attribute, then you can use
theminthetargetattr clause, asfollows:

(targetattr="*||ds-rlimsize-limt")

The following ACls are placed on the dc=exanpl e, dc=comtree and allows any user anonymous
read access to all entries except the user Passwor d attribute. The second ACI allows usersto
update their own contact information. The third ACI allows the ui d=adni n user full access
privilegesto all user attributes in the dc=exanpl e, dc=comsubtree.

aci: (targetattr!="userPassword")(version 3.0; acl "Allow anonynous
read access for anyone"; allow (read, search, conpare) userdn="|dap:///anyone";)
aci: (targetattr="tel ephonenunber||street||homePhone||l]|]|st")
(version 3.0; acl "Allow users to update their own contact info";
allow (wite) userdn="ldap:///self";)
aci: (targetattr="*")(version 3.0; acl "Gant full access for the adm n user";
allow (all) userdn="|dap:///ui d=adm n, dc=exanpl e, dc=conl';)

An important note must be made when assigning access to user and operational attributes,
which can be outlined in an example to show the implications of the Directory Proxy Server not
distinguishing between these attributes. It can be easy to inadvertently create an access control
instruction that grants far more capabilities to a user than originally intended. Consider the
following example:

aci: (targetattr!="uid||enpl oyeeNunber")
(version 3.0; acl "Allow users to update their own entries";
allow (wite) userdn="ldap:///self";)

Thisinstruction isintended to alow a user to update any attribute in his or her own entry with
the exception of ui d and enpl oyeeNunber . ThisACI isavery common type of rule and seems
relatively harmless on the surface, but it has very serious consequences for a Directory Proxy
Server that does not distinguish between user attributes and operational attributes. It allows users
to update operational attributes in their own entries, and could be used for a number of malicious
purposes, including:

e A user could alter password policy state attributes to become exempt from password policy
restrictions.

* A user could alter resource limit attributes and bypass size limit, time limit, and look-
through-limit constraints.

e A user could add access control rulesto his or her own entry, which could allow them to
make their entry completely invisible to all other users including administrators granted full
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rights by access control rules, but excluding users with the bypass- acl privilege, alow them
to edit any other attributes in their own entry including those excluded by rules like ui d and
enpl oyeeNurber in the example above, or add, modify, or delete any entries below his or her
own entry.

Because the Ping I dentity Directory Proxy Server does not automatically include operational
attributes in the target attribute list, these kinds of ACls do not present a security risk for it. Also
note that users cannot add ACl s to any entries unless they have the modi fy- acl privilege.

Another danger inusing the (targetattr!="x") patternisthat two ACIswithin the same scope
could havetwo different t ar get at t r policies that cancel each other out. For example, if one
ACl has(targetattr!="cn||sn") andasecond ACl has(targetattr!="userPassword"),
then the net effect is(target att r="*"), because the first ACI inherently allows user Passwor d,
and the second allows cn and sn.

targetfilter

Thetargetfilter keyword targets all attributes that match results returned from afilter. The
targetfilter clause hasthefollowing syntax:

(targetfilter = ldap_filter)
For example, the following clause targets all entries that contain "ou=engineering” attribue:
(targetfilter = "(ou=engineering)")

Y ou can only specify asinglefilter, but that filter can contain multiple elements combined
with the OR operator. The following clause targets all entries that contain "ou=engineering,”
"ou=accounting," and "ou=marketing."

(targetfilter = "(]| (ou=engi neering)(ou=accounting) (ou=marketing)")

The following example alows the user, ui d=eng- mgr , to modify the depar t ment Nunber , cn,
and sn attributes for al entries that match the filter ou=engi neeri ng.

aci: (targetfilter="(ou=engi neering)")
(targetattr="departnment Nunber||cn||sn")
(version 3.0; acl "exanple"; allow (wite)
userdn="1| dap: /// ui d=eng- ngr, dc=exanpl e, dc=con'; )

targattrfilters

Thetargattrfilters keyword targets specific attribute values that match afiltered search
criteria. This keyword allows you to set up an ACI that grants or denies permissions on an
attribute value if that value meets the filter criteria. Thetargattrfilters keyword appliesto
individual values of an attribute, not to the whole attribute. The keyword also allows the use of
wildcardsin thefilters.

The keyword clause has the following formats:

(target = "add=attrl:Filterl & attr2:Filter2... & attrn:FilterN,
del =attrl:Filterl & attr2:Filter2 ... & attrNFilterN' )
where

0 add represents the operation of adding an attribute value to the entry
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0 del represents the operation of removing an attribute value from the entry
o attrl, attr2... attr N represents the targeted attributes
o filterd, filter2 ... filter N representsfilters that identify matching attribute values

The following conditions determine when the attribute must satisfy the filter:

* When adding or deleting an entry containing an attribute targeted at argattrfilters
element, each value of that attribute must satisfy the corresponding filter.

*  When madifying an entry, if the operation adds one or more values for an attribute targeted
by atargattrfilters element, each value must satisfy the corresponding filter. If the
operation deletes one or more values for atargeted attribute, each value must satisfy the
corresponding filter.

* When replacing the set of values for an attribute targeted by atargattrfilters element,
each value removed must satisfy the delete filters, and each value added must satisfy the add
filters.

The following example alows any user who is part of the cn=di rectory server adni ns group
to add the sof t - del et e- r ead privilege.

aci: (targattrfilter="add=ds-privil ege-nane: (ds-privil ege-nanme=soft-del ete-read)")
(version 3.0; acl "Allow nmenbers of the directory server admins group to grant the
soft-del ete-read privilege"; allow (wite)
groupdn="I|dap:///cn=directory server adm ns, ou=group, dc=exanpl e, dc=cont;)

targetscope

Thet ar get scope keyword is used to restrict the scope of an access control rule. By defaullt,
ACIs use a subtree scope, which means that they are applied to the target entry (either as defined
by the target clause of the ACI, or the entry in which the ACI isdefineif it does not include
atarget), and all entries below it. However, adding thet ar get scope element into an access
control rule can restrict the set of entries to which it applies.

Thefollowing t ar get scope keyword values are allowed:

» base. Indicates that the access control rule should apply only to the target entry and not to
any of its subordinates.

» onelevel. Indicates that the access control rule should apply only to entries that are
the immediate children of the target entry and not to the target entry itself, nor to any
subordinates of the immediate children of the target entry.

« subtree. Indicates that the access control rule should apply to the target entry and all of its
subordinates. Thisisthe default behavior if not ar get scope is specified.

» subordinate. Indicates that the access control rule should apply to all entries below the target
entry but not the target entry itself.

Thefollowing ACI targets all usersto view the operational attributes (support edContr ol ,
suppor t edExt ensi on, suppor t edFeat ur es, suppor t edSASLMechani sis, vendor Nare, and
vendor Ver si on) present in the root DSE entry. Thet ar get scope is baseto limit usersto view
only those attributes in the root DSE.

aci: (target="ldap:///")(targetscope="base")
(targetattr="supportedControl || supportedExtension||
suppor t edFeat ur es| | suppor t edSASLMechani sns| | vendor Nane| | vendor Ver si on")
(version 3.0; acl "Allow users to view Root DSE Operational Attributes";
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al |l ow (read, search, conpare) userdn="I|dap:///anyone")

targetcontrol

Thet ar get cont rol keyword is used to indicate whether a given request control can be used by
those users targeted in the ACI. Multiple OIDs can be provided by separating them with the two
pipe characters (optionally surrounded by spaces). Wildcards are not allowed when specifying
control OIDs.

The following ACI example shows the controls required to allow an administrator to use and
manage the Soft-Delete feature. The Soft Delete Request Control allows the user to soft-delete
an entry, so that it could be undeleted at alater time. The Hard Delete Request Control allows
the user to permanently remove an entry or soft-deleted entry. The Undel ete Request Control
allows the user to undelete a currently soft-deleted entry. The Soft-Deleted Entry Access
Request Control allows the user to search for any soft-deleted entries in the server.

aci: (targetcontrol="1.3.6.1.4.1.30221.2.5.20||1.3.6.1.4.1.30221. 2. 5. 22| |
1.3.6.1.4.1.30221.2.5.23||1.3.6.1.4.1.30221. 2. 5. 24")
(version 3.0; acl "Allow admns to use the Soft Del ete Request Control,
Hard Del ete Request Control, Undel ete Request Control, and
Soft-del eted entry access request control";
all ow (read) userdn="|dap:///uid=adm n, dc=exanpl e, dc=cont';)

extOp

The ext op keyword can be used to indicate whether a given extended request operation can

be used. Multiple OIDs can be provided by separating them with the two pipe characters
(optionally surrounded by spaces). Wildcards are not allowed when specifying extended request
OIDs.

Thefollowing ACI allows the ui d=user - ngr to use the Password Modify Request (i.e.,
0ID=1.3.6.1.4.1.4203.1.11.1) and the StartTL S (i.e., OID=1.3.6.1.4.1.1466.20037) extended
reguest OIDs.

aci: (extop="1.3.6.1.4.1.4203.1.11.1 || 1.3.6.1.4.1.1466.20037")
(version 3.0; acl "Allows the ngr to use the Password Modify Request and StartTLS;
al |l ow(read) userdn="|dap:///uid=user-ngr, ou=peopl e, dc=exanpl e, dc=cont';)

Examples of Common Access Control Rules

This section provides a set of examples that demonstrate access controls that are commonly used
in your environment. Note that to be able to ater access control definitions in the server, a user
must have the modi fy- acl privilege as discussed later in this chapter.

Administrator Access

The following ACI can be used to grant any member of the
"cn=admi ns, ou=gr oups, dc=exanpl e, dc=com' group to add, modify and delete entries, reset
passwords and read operational attributes such asi sMenber O and password policy state:

aci: (targetattr="+")(version 3.0; acl "Adm nistrators can read, search or conpare
operational attributes”;
al |l ow (read, search, conpare) groupdn="I|dap:///cn=adm ns, ou=gr oups, dc=exanpl e, dc=cont'; )
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aci: (targetattr="*")(version 3.0; acl "Administrators can add, nodify and del ete
entries";

allow (all) groupdn="Idap:///cn=adm ns, ou=gr oups, dc=exanpl e, dc=coni'; )

Anonymous and Authenticated Access

The following ACI alow anonymous read, search and compare on select attributes of

i net Or gPer son entries while authenticated users can access several more. The authenticated
user will inherit the privileges of the anonymous ACI. In addition, the authenticated user can
change user Passwor d:

aci: (targetattr="objectclass || uid || cn || mail || sn || givenNane")
(targetfilter="(objectd ass=i netorgperson)")
(version 3.0; acl "Anyone can access nanmes and enmil addresses of entries representing

peopl e";
al |l ow (read, search, conpare) userdn="I|dap:///anyone";)
aci: (targetattr="departnent Nunber || manager || isMenmberOF")

(targetfilter="(objectd ass=i netorgperson)")
(version 3.0; acl "Authenticated users can access these fields for entries representing

peopl e";

al |l ow (read, search, conpare) userdn="ldap:///all";)

aci: (targetattr="userPassword")(version 3.0; acl "Authenticated users can change
password";

allow (wite) userdn="ldap:///all";)

If no unauthenticated access should be allowed to the Directory Server, the preferred method
for preventing unauthenticated, or anonymous access is to set the Global Configuration property
rej ect - unaut hent i cat ed-r equest s to false.

Delegated Access to a Manager

The following ACI can be used to allow an employee's manager to edit the value of the
employee'st el ephoneNunber attribute. This ACI usestheuser att r keyword with abind type
of USERDN, which indicates that the target entry’ s manager attribute must have a value equal to
the DN of the authenticated user:

aci: (targetattr="tel ephoneNunber")
(version 3.0; acl "A manager can update tel ephone nunbers of her direct reports"”;
all ow (read, search, conpare, wite) userattr="manager#USERDN'; )

Proxy Authorization

The following ACls can be used to allow the application

"cn=0nBehal f, ou=appl i cati ons, dc=exanpl e, dc=coni' to use the proxied authorization v2
control to request that operations be performed using an alternate authorization identity. The
application user is also required to have the pr oxi ed- aut h privilege as discussed later in this
chapter:

aci: (version 3.0;acl "Application OnBehal f can proxy as another entry";
al |l ow (proxy) userdn="I|dap:///cn=0OnBehal f, ou=appl i cati ons, dc=exanpl e, dc=coni';)

114



Managing Access Control

Validating ACls Before Migrating Data

Many directory servers allow for less restrictive application of their access control instructions,
so that they accept invalid ACls. For example, if Sun/Oracle encounters an access control rule
that it cannot parse, then it will simply ignore it without any warning, and the server may not
offer the intended access protection. Rather than unexpectedly exposing sensitive data, the
Ping Identity Directory Proxy Server rejects any AClsthat it cannot interpret, which ensures
data accessis properly limited as intended, but it can cause problems when migrating data with
existing access control rulesto an Ping Identity Directory Proxy Server.

To validate an access control instruction, the Ping Identity Directory Proxy Server provides a
val i dat e- aci s tool in the bi n directory (UNIX or Linux systems) or bat directory (Windows
systems) that identifies any ACI syntax problems before migrating data. The tool can examine
access control rules contained in either an LDIF file or an LDAP directory and writeitsresult in
LDIF with comments providing information about any problems that were identified. Each entry
in the output will contain only asingle ACI, so if an entry in the input contains multiple ACls,
then it may be present multiple times in the output, each time with a different ACI value. The
entries contained in the output contains only ACI values, and all other attributes will be ignored.

To Validate ACIs from a File

Theval i dat e- aci s tool can process data contained in an LDIF file. It will ignore all attributes
except aci , and will ignore al entries that do not contain the aci attribute, so any existing LDIF
file that contains access control rules may be used.

1. Runthebin/validate-acis tool (UNIX or Linux systems) or bat \ val i dat e-aci s (Win
dows systems) by specifying the input file and outpuit file. If the output file already exists,
the existing contents will be re-written. If no output file is specified, then the results will be
written to standard output.

©

bin/validate-acis --1difFile test-acis.ldif --outputFile validated-acis.|dif

Processing conplete # Total entries exam ned: 1
Entries found with ACls: 1

Total ACI val ues found: 3

Mal forned ACl val ues found: O

Ot her processing errors encountered: O

HHHHB

2. Review the results by opening the output file. For example, theval i dat ed- aci s. I di f file
that was generated in the previous step reads as follows:

# The following access control rule is valid
dn: dc=exanpl e, dc=com
aci: (targetattr!="userPassword")
(version 3.0; acl "All ow anonynobus read access for anyone";
al |l ow (read, search, conpare) userdn="I|dap:///anyone";)

# The following access control rule is valid
dn: dc=exanpl e, dc=com
aci: (targetattr="*")
(version 3.0; acl "Allow users to update their own entries";
allow (wite) userdn="ldap:///self";)

# The following access control rule is valid
dn: dc=exanpl e, dc=com
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aci: (targetattr="*")
(version 3.0; acl "Gant full access for the adm n user";
allow (all) userdn="Idap:///uid=adm n, dc=exanpl e, dc=cont';)

3. If theinput file has any malformed ACIs, then the generated output file will show what was
incorrectly entered. For example, remove the quotation marks around user Passwor d in the
origina test - aci s. 1 di f file, and re-run the command. The following command uses the - -
onl yRepor t Error s option to write any error messages to the output file only if amalformed
ACI syntax is encountered.

$ bin/validate-acis --IdifFlle test-acis.ldif --outputFile validated-acis.Idif \
--onlyReportErrors

# Processing conpl ete

# Total entries exam ned: 1

# Entries found with ACIs: 1

# Total AClI values found: 3

# Mal formed ACI val ues found: 0

# Other processing errors encountered: O

The output file shows the following message:

# The following access control rule is nalforned or contains an unsupported
# syntax: The provided string '(targetattr!=userPassword)(version 3.0; acl
# "A | ow anonynous read access for anyone"; allow (read, search, conpare)
# userdn="|dap:///anyone";)"' could not be parsed as a valid Access Control
# Instruction (ACl) because it failed general ACl syntax eval uation
dn: dc=exanpl e, dc=com
aci: (targetattr!=userPassword)

(version 3.0; acl "Allow anonynous read access for anyone";

al |l ow (read, search, conpare) userdn="I|dap:///anyone";)

# The fol |l owi ng access control rule is valid
dn: dc=exanpl e, dc=com
aci: (targetattr="*")
(version 3.0; acl "Allow users to update their own entries";
allow (wite) userdn="ldap:///self";)

# The fol |l owing access control rule is valid
dn: dc=exanpl e, dc=com
aci: (targetattr="*")
(version 3.0; acl "Gant full access for the adm n user";
allow (all) userdn="Idap:///uid=adm n, dc=exanpl e, dc=conti';)

To Validate ACIs in Another Directory Proxy Server

Theval i dat e- aci s tool aso provides the ability to examine ACIsin data that exists in another
Directory Proxy Server that you are planning to migrate to the Ping Identity Directory Proxy
Server. The tool helps to determine whether the Ping I dentity Server accepts those ACls.

» Touseit in this manner, provide arguments that specify the address and port of the target
Directory Proxy Server, credentials to use to bind, and the base DN of the subtree containing
the AClsto validate.

bi n/val i date-acis

Processing conplete # Total entries exam ned: 1
Entries found with ACls: 1

Total ACI val ues found: 3

Mal f ormed ACI val ues found: O

Ot her processing errors encountered: O

HHHHT ©»
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Migrating ACls from Sun/Oracle to Ping ldentity Directory
Server

This section describes the most important differences in access control evaluation between Sun/
Oracle and the Ping Identity Directory Server.

Support for Macro ACIs

Sun/Oracle provides support for macros ACls, making it possible to define asingle ACI that can
be used to apply the same access restrictions to multiple branches in the same basic structure.
Macros ACls are infrequently used and can cause severe performance degradation, so support
for macros AClsis not included in the Ping Identity Directory Server. However, you can
achieve the same result by simply creating the same AClsin each branch.

Support for the roleDN Bind Rule

Sun/Oracle roles are a proprietary, nhon-standard grouping mechanism that provide little value
over standard grouping mechanisms. The Ping Identity Directory Server does not support DSEE
roles and does not support the use of the r ol eDN ACI bind rule. However, the same behavior can
be achieved by converting the DSEE roles to standard groups and using the gr oupbN ACI bind
rule.

Targeting Operational Attributes

The Sun/Oracle access control model does not differentiate between user attributes and
operational attributes. With Sun/Oracle, usingt ar get at t r ="*" will automatically target both
user and operational attributes. Using an exclusion list liket ar get at t r ! =" user Passwor d"

will automatically target all operational attributesin addition to all user attributes except

user Passwor d. This behavior is responsible for several significant security holesin which users
are unintentionally given access to operational attributes. In some cases, it allows usersto do
things like exempt themselves from password policy restrictions.

In the Ping Identity Directory Server, operational attributes are treated differently from

user attributes and operational attributes are never automatically included. As such,
targetattr="*" will target all user attributes but no operational attributes, andt argetattr!
="user Passwor d" will target all users attributes except user Passwor d, but no operational
attributes. Specific operational attributes can be targeted by including the namesin the list, like
targetattr="creatorsNane| | modi fi er sName" . All operational attributes can be targeted
using the" +" character. So, t ar get at t r =" +" targets all operational attributes but no user
attributesandt arget at t r="*| | +" targets all user and operational attributes.
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Specification of Global ACls

Both DSEE and Ping Identity Directory Server support global ACIs, which can be used to define
AClsthat apply throughout the server. In servers with multiple naming contexts, this feature
allows you to define arule once as aglobal ACI, rather than needing to maintain an identical
rule in each naming context.

In DSEE, global ACls are created by modifying the root DSE entry to add values of the aci
attribute. In the Ping Identity Directory Server, global ACls are managed with dsconfi g
referenced in the gl obal - aci property of the Access Control Handler.

Defining AClIs for Non-User Content

In DSEE, you can write to the configuration, monitor, changelog, and tasks backends to
define ACls. In the Ping Identity Directory Server, access control for private backends, like
configuration, monitor, schema, changelog, tasks, encryption settings, backups, and alerts,
should be defined as global ACls.

Limiting Access to Controls and Extended Operations

DSEE offers limited support for restricting access to controls and extended operations. To the
extent that it is possible to control such access with ACls, DSEE defines entries with a DN such
as"oi d={ 0i d}, cn=f eat ur es, cn=confi g" where{oi d} isthe OID of the associated control

or extended operation. For example, the following DSEE entry defines ACls for the persistent
search control: "oi d=2. 16. 840. 1. 113730. 3. 4. 3, cn=f eat ur es, cn=confi g".

In the Ping Identity Directory Server, the "t ar get cont r ol " keyword can be used to define ACls
that grant or deny access to controls. The "ext op" keyword can be used to define ACls that
grant or deny access to extended operation requests.

Tolerance for Malformed ACI Values

In DSEE, if the server encounters a malformed access control rule, it simply ignores that rule
without any warning. If this occurs, then the server will be running with less than the intended
set of ACls, which may prevent access to data that should have been allowed or, worse yet, may
grant access to data that should have been restricted.

The Ping Identity Directory Server is much more strict about the access control rulesthat it will
accept. When performing an LDIF import, any entry containing a malformed or unsupported
access control rule will be rejected. Similarly, any add or modify request that attempts to create
aninvalid ACI will be rgjected. In the unlikely event that a malformed ACI does make it into the
data, then the server immediately placesitself in lockdown mode, in which the server terminates
connections and rejects requests from users without the | ockdown- node privilege. Lockdown
mode allows an administrator to correct the problem without risking exposure to user data.
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L Note: Consider running thei nport -1di f tool withthe--rejectFile
- option so that you can review any rejected ACls.

About the Privilege Subsystem

In DSEE, only the root user is exempt from access control evaluation. While administrators can
create AClsthat give "normal" users full accessto any content, they can also create AClsthat
would make some portion of the data inaccessible even to those users. In addition, some tasks
can only be accomplished by the root user and you cannot restrict the capabilities assigned to
that root user.

The Ping Identity Directory Server offers a privilege subsystem that makes it possible to control
the capabilities available to various users. Non-root users can be granted limited access to
certain administrative capabilities, and restrictions can be enforced on root users. In addition,
certain particularly risky actions (such as the ability to interact with the server configuration,
change another user’ s password, impersonate another user, or shutdown and restart the server)
require that the requester have certain privilegesin addition to sufficient access control rightsto
process the operation.

Identifying Unsupported ACls

The Ping |dentity Directory Server providesaval i dat e- aci s tool that can be used to examine
content in an LDIF file or datain another directory server (such as a DSEE instance) to
determine whether the access control rules contained in that data are suitable for use in the Ping
Identity Directory Server instance. When migrating data from a DSEE deployment into an Ping
Identity Directory Server instance, theval i dat e- aci s tool should first be used to determine
whether ACls contained in the data are acceptable. If any problems are identified, then the data
should be updated to correct or redefine the ACls so that they are suitable for use in the Ping
Identity Directory Server.

For more information about using thistool, see Validating ACIs Before Migrating Data.

Working with Privileges

In addition to the access control implementation, the Ping Identity Directory Proxy Server
includes a privilege subsystem that can aso be used to control what users are allowed to do. The
privilege subsystem works in conjunction with the access control subsystem so that privileged
operations are only allowed if they are allowed by the access control configuration and the user
has al of the necessary privileges.

Privileges can be used to grant normal users the ability to perform certain tasks that, in most
other directories, would only be allowed for the root user. In fact, the capabilities extended to
root users in the Ping Identity Directory Proxy Server are al granted through privileges, so you
can create anormal user account with the ability to perform some or all of the same actions as
root users.
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Administrators can aso remove privileges from root users so that they are unable to perform
certain types of operations. Multiple root users can be defined in the server with different sets of
privileges so that the capabilities that they have are restricted to only the tasks that they need to

be able to perform.

Available Privileges

The following privileges are defined in the Ping Identity Directory Proxy Server.

Table 8: Summary of Privileges

Privilege

Description

audit-data-security

This privilege is required to initiate a data security audit on the server, which is invoked
by the audi t - dat a- securi ty tool.

backend-backup

This privilege is required to initiate an online backup through the tasks interface. The
server's access control configuration must also allow the user to add the corresponding
entry in the tasks backend.

backend-restore

This privilege is required to initiate an online restore through the tasks interface. The
server's access control configuration must also allow the user to add the corresponding
entry in the tasks backend.

bypass-acl

This privilege allows a user to bypass access control evaluation. For a user with this
privilege, any access control determination made by the server immediately returns that
the operation is allowed. Note, however, that this does not bypass privilege evaluation,
so the user must have the appropriate set of additional privileges to be able to perform
any privileged operation (for example, a user with the bypass- acl privilege but
without the conf i g- r ead privilege is not allowed to access the server configuration).

bypass-pw-policy

This privilege allows a user entry to bypass password policy evaluation. This privilege is
intended for cases where external synchronization might require passwords that violate
the password validation rules. The privilege is not evaluated for bind operations so that

password policy evaluation will still occur when binding as a user with this privilege.

bypass-read-acl

This privilege allows the associated user to bypass access control checks performed by
the server for bind, search, and compare operations. Access control evaluation may still
be enforced for other types of operations.

config-read This privilege is required for a user to access the server configuration. Access control
evaluation is still performed and can be used to restrict the set of configuration objects
that the user is allowed to see.

config-write This privilege is required for a user to alter the server configuration. The user is also

required to have the conf i g- r ead privilege. Access control evaluation is still
performed and can be used to restrict the set of configuration objects that the user is
allowed to alter.

disconnect-client

This privilege is required for a user to request that an existing client connection be
terminated. The connection is terminated through the disconnect client task. The server's
access control configuration must also allow the user to add the corresponding entry to
the tasks backend.

jmx-notify This privilege is required for a user to subscribe to JMX notifications generated by the
Directory Proxy Server. The user is also required to have the j mx- r ead privilege.

jmx-read This privilege is required for a user to access any information provided by the Directory
Proxy Server via the Java Management Extensions (JMX).

jmx-write This privilege is required for a user to update any information exposed by the Directory

Proxy Server via the Java Management Extensions (JMX). The user is also required to
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Privilege

Description

have the j nx- r ead privilege. Note that currently all of the information exposed by the
server over JMX is read-only.

Idif-export

This privilege is required to initiate an online LDIF export through the tasks interface. The
server's access control configuration must also allow the user to add the corresponding
entry in the Tasks backend. To allow access to the Tasks backend, you can set up a
global ACI that allows access to members of an Administrators group.

Idif-import

This privilege is required to initiate an online LDIF import through the tasks interface. The
server's access control configuration must also allow the user to add the corresponding
entry in the Tasks backend. To allow access to the Tasks backend, configure the global
ACI as shown in the previous description of the | di f - export privilege.

lockdown-mode

This privilege allows the associated user to request that the server enter or leave
lockdown mode, or to perform operations while the server is in lockdown mode.

modify-acl

This privilege is required for a user to add, modify, or remove access control rules
defined in the server. The server's access control configuration must also allow the user
to make the corresponding change to the aci operational attribute.

password-reset

This privilege is required for one user to be allowed to change another user’s password.
This privilege is not required for a user to be allowed to change his or her own
password. The user must also have the access control instruction privilege to write the
user Passwor d attribute to the target entry.

privilege-change

This privilege is required for a user to change the set of privileges assigned to a user,
including the set of privileges, which are automatically granted to root users. The server's
access control configuration must also allow the user to make the corresponding change
tothe ds- pri vi | ege- nane operational attribute.

proxied-auth

This privilege is required for a user to request that an operation be performed with an
alternate authorization identity. This privilege applies to operations that include the
proxied authorization v1 or v2 control operations that include the intermediate client
request control with a value set for the client identity field, or for SASL bind requests that
can include an authorization identity different from the authentication identity.

server-restart

This privilege is required to initiate a server restart through the tasks interface. The
server's access control configuration must also allow the user to add the corresponding
entry in the tasks backend.

server-shutdown

This privilege is required to initiate a server shutdown through the tasks interface. The
server's access control configuration must also allow the user to add the corresponding
entry in the tasks backend.

soft-delete-read

This privilege is required for a user to access a soft-deleted-entry.

stream-values

This privilege is required for a user to perform a stream values extended operation,
which obtains all entry DNs and/or all values for one or more attributes for a specified
portion of the DIT.

unindexed-search

This privilege is required for a user to be able to perform a search operation in which a
reasonable set of candidate entries cannot be determined using the defined index and
instead, a significant portion of the database needs to be traversed to identify matching
entries. The server's access control configuration must also allow the user to request the
search.

update-schema

This privilege is required for a user to modify the server schema. The server's access
control configuration must allow the user to update the operational attributes that contain
the schema elements.
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Privileges Automatically Granted to Root Users

The special abilities that root users have are granted through privileges. Privileges can be

assigned to root usersin two ways:

The set of privilegesthat are automatically granted to root usersis controlled by the def aul t -
root - pri vi | ege- name property of the Root DN configuration object. By default, this set of

By default, root users may be granted a specified set of privileges. Note that it is possible to
create root users which are not automatically granted these privileges by including the ds-
cfg-inherit-default-root-privileges attribute with avalue of FALSE in the entries for

those root users.

Individual root users can have additional privileges granted to them, and/or some
automatically-granted privileges may be removed from that user.

privileges includes:

Ooo0oooooooooooooooooooo

audit-data-security
backend-backup
backend-restore
bypass-acl
config-read
config-write
disconnect-client
Idif-export
lockdown-mode
manage-topology
metrics-read
modify-acl
password-reset
permit-get-password-policy-state-issues
privilege-change
server-restart
server-shutdown
soft-del ete-read
stream-values
unindexed-search
update-schema

The privileges not granted to root users by default includes:

O
a
a
O
O
a

bypass-pw-policy

bypass-read-acl

jmx-read

jmx-write

jmx-notify
permit-externally-processed-authentication
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0 permit-proxied-mschapv2-details
0O proxied-auth

The set of default root privileges can be atered to add or remove values as necessary. Doing
so will requirethe confi g-read, config-wite,andprivil ege- change privileges, aswell
as either the bypass- acl privilege or sufficient permission granted by the access control
configuration to make the change to the server's configuration.

Assigning Additional Privileges for Administrators

To allow access to the Tasks backend, set up aglobal ACI that allows access to members of an
Administrators group as follows:

$ dsconfig set-access-control -handl er-prop \
--add 'global -aci: (target="1dap:///cn=tasks")(targetattr="*||+")
(version 5.0; acl "Access to the tasks backend for adm nistrators";
allow (all) groupdn="I|dap:///
cn=adm ns, ou=gr oups, dc=exanpl e, dc=coni'; )"’

Assigning Privileges to Normal Users and Individual Root Users

Privileges can be granted to normal users on an individual basis. This can be accomplished by
adding the ds- pri vi | ege- name operational attribute to that user's entry with the names of the
desired privileges. For example, the following change will grant the pr oxi ed- aut h privilegeto
the ui d=pr oxy, dc=exanpl e, dc=comaccount:

dn: ui d=proxy, dc=exanpl e, dc=com
changetype: nodify

add: ds-privil ege-nane

ds-privil ege-nane: proxied-auth

The user making this change will be required to have the pri vi | ege- change privilege, and
the server's access control configuration must also allow the requester to write to the ds-
privil ege- nane attribute in the target user's entry.

This same method can be used to grant privileges to root users that they would not otherwise
have through the set of default root privileges. Y ou can also remove default root privileges from
root users by prefixing the name of the privilege to remove with a minus sign. For example, the
following change grants aroot user the j mx- r ead privilege in addition to the set of default root
privileges, and removestheserver-restart andser ver - shut down privileges:

dn: cn=Sync Root User,cn=Root DNs, cn=config
changetype: nodify

add: ds-privil ege-nane

ds-privil ege-nanme: jnx-read

ds-privil ege-name: -server-restart

ds-privil ege-nanme: -server-shutdown

Note that because root user entries exist in the configuration, this update requires the conf i g-
read and confi g-writ e privilegesin addition to the pri vi | ege- change privilege.
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Disabling Privileges

Although the privilege subsystem in the Ping Identity Directory Proxy Server isavery powerful
feature, it might break some applications if they expect to perform some operation that requires
aprivilege that they do not have. In the vast majority of these cases, you can work around the
problem by simply assigning the necessary privilege manually to the account used by that
application. However, if this workaround is not sufficient, or if you need to remove a particular
privilege (for example, to allow anyone to access information via JM X without requiring the

j mx-r ead privilege), then privileges can be disabled on an individual basis.

The set of disabled privilegesis controlled by the di sabl ed- pri vi | ege property in the global
configuration object. By default, no privileges are disabled. If aprivilegeis disabled, then the
server behaves asif all users have that privilege.
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Chapter

Deploying a Standard Directory Proxy

fals

A |

Y ou can deploy Ping Identity Directory Proxy Server in avariety of ways, depending upon the

needs of your enterprise. This chapter describes and illustrates a standard depl oyment scenario.

Topics:

« Creating a Standard Multi-Location Deployment
* Expanding the Deployment
* Merging Two Data Sets Using Proxy Transformations
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Creating a Standard Multi-Location Deployment

In this example deployment, Ping Identity Directory Proxy Server will be deployed in the

data centers of two geographic locations: east and west. All LDAP external serversin this
deployment are Ping Identity Directory Servers. The directory serversin the eastern city are
assigned to the location named east, and the directory serversin the western city are assigned to
the location named west.

This example refersto four Ping Identity Directory Server instances in two locations with
replication of the dc=exanpl e, dc=combase DN enabled:

0 ds-east-01.example.com
0 ds-east-02.example.com
0 ds-west-01.example.com
0 ds-west-0l.example.com

We will configure four Directory Proxy Server instances:

proxy-east-01.example.com
proxy-east-02.example.com
proxy-west-01.example.com
proxy-west-02.example.com

O o o o

Overview of the Deployment Steps
In this deployment scenario, we will take the following steps:

» Install thefirst Directory Proxy Server in east location using the set up or set up. bat file
included in the zip installation file.

* Usethecreate-initial-proxy-config tool to provide aproxy user bind DN and
password, define locations for each of our data centers, and configure the LDAP external
serversin these data centers.

e Test external server communications after initial setup is complete and test a simulated
external server failure.

» Install the second proxy server in the east location using the set up or set up. bat file
included in the zip installation file and copy the configuration of the first Directory Proxy
Server using the configuration cloning feature.

* Install two Directory Proxy Server instances in the west location, which includes using the
setup file and manually setting the location to west using the dsconfi g command, as well
as copying the configuration of the Directory Proxy Server using the configuration cloning
feature.
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After the proxy server has been configured and tested, we then provide a tour of the
configuration of each of the proxy server components. These properties can be modified later as
needed using the dsconf i g tool.

Installing the First Directory Proxy Server

To begin with, we have the Ping Identity Directory Proxy Server installation zip file. In this
example, we plan to use SSL security, so we also have a keystore certificate database and apin
file that contains the private key password for the keystore. The keystore files are only necessary
when using SSL or StartTLS.

In this deployment scenario, the keystore database is assumed to be a Java Keystore (JKS),
which can be created by the keytool program. For more information about using the keytool, see
the " Security Chapter" in the Ping Identity Directory Server Administration Guide.

The PingDirectoryProxy directory contains the following:

root @r oxy-east-01: Is
Exanpl eKeyst ore. j ks Exanpl eTrust store. j ks Exanpl eKeystore. pin
Pi ngDi rect oryProxy-6.0.1.0-with-je.zip

The Exanpl eKeyst or e. j ks keystore file contains the private key entry for the pr oxy-

east - 01. exanpl e. comserver certificate with the aliasser ver - cert . The server certificate, CA,
and intermediate signing certificates are all contained in the Exanpl eTrust st ore. j ks file. The
password for Exanpl eKeyst or e. j ks is defined in clear text in the corresponding pin file, though
the name of the file need not match asit doesin our example. The private key password in our
example is the same as the password defined for the Exanpl eKeyst or e. j ks keystore.

To Install the First Directory Proxy Server

1. Unzip the compressed archive file into the PingDirectoryProxy directory and move to this
directory.

r oot @r oxy-east-01: unzip -q PingDrectoryProxy-<version>-wth-je.zip
root @r oxy-east-01: cd PingDirectoryProxy

2. Because we are configuring SSL security, copy the keystore and pin filesinto the confi g
directory.

r oot @r oxy-east01l: cp ../*Keystore* config/
root @r oxy-east01: cp ../*Truststore* config/

3. Next, weinstall the first proxy server by running the set up tool on pr oxy-
east - 01. exanpl e. comasfollows:

r oot @r oxy-east01l: ./setup --no-pronpt --acceptlLicense \
--l dapPort 389 --rootUserPassword pass \

--aggressi veJVMIuni ng - - maxHeapSi ze 1g \

--enabl eStart TLS --1 dapsPort 636 \

--useJavaKeyst ore confi g/ Exanpl eKeystore.jks \

- -keySt orePasswor dFi | e confi g/ Exanpl eKeystore. pin \
--certN cknanme server-cert \

--useJavaTrust Store confi g/ Exanpl eTruststore. jks
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New keystore password files are created in conf i g/ keyst or e. pi n. The original file,
confi g/ Exanpl eKeyst or e. pi n, isno longer needed.

If you are not using SSL or StartTL S, then the SSL arguments are not necessary as follows:

root @r oxy-east01l: ./setup --no-pronpt --acceptlLicense \

--l dapPort 389 --rootUserPassword pass \

- -aggressi veJVMIuni ng - - maxHeapSi ze 1g

Once you have installed the Directory Proxy Server, you can configure it using thecr eat e-

initial-proxy-config tool aspresented in the next section.

Configuring the First Directory Proxy Server

Once the Directory Proxy Server has been installed, it can be automatically configured using
thecreate-initial - proxy-confi g tool. Thistool can only be used once for thisinitia
configuration, after which we will have to use dsconf i g to make any changesto our proxy
server configuration.

Configuring the Directory Proxy Server withthecreat e-i niti al - proxy-confi g tool involves
the following steps:

O o o o o

Providing a Directory Proxy Server base DN and password.
Defining locations for each of our data centers, east and west.
Configuring the LDAP external server in the east location.
Configuring the LDAP external serversin the west location.
Applying the changes to the Directory Proxy Server.

To Configure the First Directory Proxy Server

1. Once we have completed setup, werunthecreat e-i ni ti al - proxy- confi g tool asfollows:

r oot @r oxy-east01: bin/create-initial-proxy-config

Provide the bind DN and password that the Directory Proxy Server will use to authenticate
to the backend Ping Identity Directory Server instances. Thecr eat e-i ni ti al - pr oxy-

confi g tool requires that the same bind DN and password be used to authenticate to all of
the backend servers. All Directory Proxy Server instances have identical proxy user accounts
and passwords. If necessary, the proxy user account password can be defined differently for
each external server using dsconfi g after thecreat e-i ni ti al - pr oxy- confi g tool has been
executed.

Specify the type of external server communication security that will be used to communicate
with the Ping Identity Directory Server instances. For this example, enter the option for
'‘None'.

Specify the base DNs of the Ping Identity Directory Server instances that the Directory Proxy
Server will access. For this example, use dc=exanpl e, dc=com
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5.

Enter any other base DNs of the Ping Identity Directory Server instances that will be
accessed through the proxy server. Because we are only using one proxy base DN, press
Enter to finished.

Defining Locations

Next, we define our first location, east, to accommodate the serversin our deployment located
on the East Coast of the United States.

To Define Proxy Locations

1.

Continuing from the same cr eat e-i ni ti al - pr oxy- conf i g session, enter alocation name
for the Directory Proxy Server. In this example, enter east , and then press Enter.

Define alocation named west for the serversin our deployment located on the West Coast.
Press Enter when finished.

Select the location that contains the Directory Proxy Server itself. The Directory Proxy
Server islocated in the east.

Configuring the External Servers in the East Location

Once the locations have been defined, we need to identify the directory servers. First, we define
one of the serversin the east location.

To Configure the External Servers in the East Location

1. Define one of the serversin the east location by entering the host name and port of the server.

For this example, enter ds- east - 01. exanpl e. com 389.

>>>> External Servers

External Servers identify directory server instances including
host, port, and authentication information

Enter the host and port (host:port) of the first directory server

in 'east'
b) back
g) quit

Enter a host:port or choose a nmenu item [l ocal host:389]: ds-east-01. exanpl e.com 389

Enter the option to prepare the server and all subsequent servers. Preparing the servers
involves testing the connections to these servers and sets up the cn=Pr oxy User account on
the Directory Proxy Server.

Enter the DN of the account with which to manage the cn=Pr oxy User, cn=Root
DNs, cn=conf i g account. For this example, use the default, cn=bi rect ory Manager.
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4. Repeat the previous steps to prepare the other server in the east location, ds-
east-02.example.com.

5. Press Enter to complete preparing the servers.

To Configure the External Servers in the West Location

The same process used for the east location is used to define the LDAP external serversfor the
west location.

1. Definethefirst external server, ds-west-01.example.com.
2. Define the second server in the west location, ds-west-02.example.com.

3. Press Enter when finished.

Apply the Configuration to the Directory Proxy Server

Next, we review the configuration summary. Once we have confirmed that the changes are
correct, we press Enter to write the configuration.

To Apply the Changes to the Directory Proxy Server

1. During the configuration process, thecr eat e-i ni ti al - proxy- confi g tool writesthe
configuration settings to adsconf i g batch file, which will then be applied to the Directory
Proxy Server. The batch file can be reused to configure other servers. On the final step,
thecreate-initial - proxy-config tool presents aconfiguration summary. Review the
configuration and then apply the changes to the Directory Proxy Server. Press Enter to write
the configuration to the server.

2. Onthefinal confirmation prompt, press Enter to apply the changes to the proxy server,
and then enter the LDAP connection parameters to the server. Once the changes have been
applied, thecreat e-i ni ti al - proxy-confi g tool cannot be used to configure this proxy
server again.

Configuring Additional Directory Proxy Server Instances

Weingtall and configure the second Directory Proxy Server by running the set up tool on proxy-
east-02.example.com.

To Configure Additional Directory Proxy Server Instances

1. Copy the keystore and pin filesinto the conf i g directory for the proxy-east-02.example.com
server.

root @r oxy-east-02: cp ../*Keystore* config/
root @r oxy-east-02: cp ../*Truststore* config/

130



Deploying a Standard Directory Proxy Server

2. Install the second Directory Proxy Server by running the set up tool on proxy-
east-02.example.com as follows:

r oot @r oxy-east-02: ./setup --no-pronpt \
--listenAddress proxy-east-02. exanpl e.com\

--| dapPort 389 --enabl eStartTLS --1dapsPort 636 \
--useJavaKeyst ore confi g/ Exanpl eKeystore. j ks \

- -keySt or ePasswor dFi | e confi g/ Exanpl eKeystore. pin \
--certNi ckName server-cert \

--useJavaTrust Store confi g/ Exanpl eTruststore.jks \
--root User Password pass --acceptLicense \
--aggressi veJVMIuni ng - - maxHeapSi ze 1g \

- -l ocal Host Name proxy- east-02. exanpl e. com \

- - peer Host Nanme proxy- east-01. exanpl e. com \
--peerPort 389 --location east

3. Configure the third Directory Proxy Server, proxy-west-O1.example.com in the same way as
shown in the previous step. First, copy the keystore and pin files into the conf i g directory.

root @r oxy-west-01: cp ../*Keystore* config/
root @r oxy-west-01: cp ../*Truststore* config/

4. Runtheset up tool on proxy-west-01.example.com as follows:

r oot @r oxy-west-01: ./setup --no-pronpt \
--listenAddress proxy-west-01. exanpl e.com\

--l dapPort 389 --enabl eStartTLS --1dapsPort 636 \
--useJavaKeyst ore confi g/ Exanpl eKeystore. j ks \

- -keySt or ePasswor dFi | e confi g/ Exanpl eKeystore. pin \
--certNi ckName server-cert \

--useJavaTrust Store confi g/ Exanpl eTruststore.jks \
--root User Password pass --acceptLicense \
--aggressi veJVMIuni ng - - maxHeapSi ze 1g \

- -l ocal Host Name proxy-west-01. exanpl e. com \

- - peer Host Nanme proxy- east-01. exanpl e. com \
--peerPort 389 --location west

5. Finaly, repeat steps 3 and 4 to install the last Directory Proxy Server by first copying the
keystore and pin files to the conf i g directory and then running the set up command.

At this point, all proxies have the same Admin Data backend and have theal | - servers
group defined as their configuration-server-group in the Directory Proxy Server Global
Configuration object. When making a change to a Directory Proxy Server using the
dsconfi g command-line tool or the Administrative Console, you will have the choice to
apply the changes locally only or to all proxiesintheal | - servers group.

Testing External Server Communications After Initial Setup

After setting up the basic deployment scenario, the communication between the proxies and the
LDAP external servers can be tested using afeature in the proxy server in combination with an
LDAP search.

To Test the External Communications After Initial Setup

After initial setup, the Directory Proxy Server exposes a special search base DN for testing
external server connectivity, called the backend server pass-t hr ough subtree view. While
disabled by default, you can enable this feature using dsconf i g in the Client Connection Policy
menu. Set the value of the backend- ser ver - passt hr ough- subt r ee- vi ews property to TRUE.

131



Deploying a Standard Directory Proxy Server

1. Rundsconfi g tosettheincl ude- backend- server - passt hr ough- subt r ee- vi ews property

{0 TRUE.

r oot @r oxy-east-01: dsconfig set-client-connection-policy-prop \
--policy-nanme default \
--set include-backend- server-passt hrough-subtree-vi ews: true

Once set to true, an LDAP search against the Directory Proxy Server with the base DN
dc=exanpl e, dc=com ds- backend- ser ver =ds- east - 02. exanpl e. com 389 instructs the
Directory Proxy Server to perform the search against the ds- east - 02. exanpl e. com 389
external server with the base DN set to dc=exanpl e, dc=com The value of ds- backend-
server should be the name of the configuration object representing the external server.
Depending on your naming scheme, this name may not be ahost : port combination.

. Run| dapsear ch to fetch the dc=exanpl e, dc=comentry from the ds- east - 01. exanpl e. com

server. Perform this search on each external server to determine if external server
communication has been configured correctly on the Directory Proxy Server.

r oot @r oxy-east-01: bin/ldapsearch \

--bindDN "cn=Di rectory Manager" \

- - bi ndPasswor d password \

- -baseDN "dc=exanpl e, dc=com ds- backend- server =ds- east - 01. exanpl e. com 389" \
--searchScope base --useStartTLS "(objectclass=*)"

. You can also use this special subtree view to track the operations performed on each external

server to help determine load balancing requirements. This LDAP search can be run with
the base DN values for the ds- east - 01 and ds- east - 02 serversto track the distribution of
search and bind requests over time. These statistics are reset to zero when the server restarts.
The following example searches an external server's monitor entry to display operation
statistics:

r oot @r oxy-east-01: bin/ldapsearch \

--bindDN "cn=di rectory manager" \

- - bi ndPasswor d password \

--baseDN "cn=noni t or, ds- backend- server =ds- east - 02. exanpl e. com 389" \
--searchScope sub --useStartTLS "(cn=Il dap*statistics)"

dn: cn=LDAP Connecti on Handl er 192.168.1.203 port 389
Statistics, cn=nonitor, ds- backend- server =ds- east - 02. exanpl e. com 389

obj ectC ass: top

obj ectClass: ds-nonitor-entry
obj ect Cl ass: ds-ldap-statistics-nonitor-entry
obj ect Cl ass: extensi bl eObj ect
cn: LDAP Connection Handl er 192.168. 1. 203 port 389
Statistics

connecti onsEst abl i shed: 3004
connectionsCl osed: 2990

byt esRead: 658483
bytesWitten: 2061549

| dapMessagesRead: 17278

| dapMessagesWitten: 22611
oper ati onsAbandoned: 0
operationslnitiated: 17278
operati onsConpl et ed: 14241
abandonRequests: 22
addRequests: 1

addResponses: 1

bi ndRequest s: 3006

bi ndResponses: 3006

conpar eRequests: 0

conpar eResponses: 0

del et eRequests: 0

del et eResponses: 0

ext endedRequests: 2987

ext endedResponses: 2987

nmodi f yRequests: 1

nodi f yResponses: 1
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nmodi f yDNRequests: O

nmodi f yDNResponses: 0

sear chRequests: 8271
searchResul tEntries: 8370
searchResul t References: 0
sear chResul t sDone: 8246
unbi ndRequests: 2990

Testing a Simulated External Server Failure

Once you have tested connectivity, run a simulated failure of aload-balanced external server to
verify that the Directory Proxy Server redirects LDAP requests appropriately. In this procedure,
we stop the ds-east-01.example.com: 389 server instance and test searches through proxy-
east-01.example.com.

To Test a Simulated External Server Failure

1. First, perform several searches against the Directory Proxy Server. Verify activity in each
of the serversin the east location, ds-east-01 and ds-east-02, by looking at the access logs.
Because we used the default load balancing algorithm of fewest operations, it is likely that
al of the searches will go to only one of the proxies. The following simple search can be
repeated as needed:

r oot @r oxy-east-01: bin/ldapsearch \

--bindDN "cn=Di rectory Manager" \

- - bi ndPassword password --baseDN "dc=exanpl e, dc=conl' \
--searchScope base --useStartTLS "(objectcl ass=*)"

2. Next, stop the Directory Server instance on ds-east-01.example.com using the st op- ds
command and immediately retry the above searches. There should be no errors or noticeable
delay in processing the search.

root @s- east-01: bin/stop-ds

r oot @r oxy- east-01: bin/l dapsearch \

--bindDN "cn=Di rectory Manager" \

- - bi ndPassword password --baseDN "dc=exanpl e, dc=coni \
--searchScope base --useStartTLS "(objectcl ass=*)"

3. Restart the Directory Proxy Server instance on ds-east-01.example.com. Check the access
log to confirm that the Directory Proxy Server started to include the ds-east-01 server in
round robin load-balancing within 30 seconds. The default time is 30 seconds, though you
can change this default if desired.

Expanding the Deployment

In the following example deployment, the Ping Identity Directory Server is deployed in athird,
centrally-located data center. The directory serversin the central city isassigned to a new
location named central. The proxies will use StartTL S to communicate with the directory servers
in the central region.
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Note: Other than the ability to add to the Directory Proxy Server's
i truststore, the pr epar e- ext er nal - ser ver tool does not alter the Directory
Proxy Server configuration in any way.

The Directory Proxy Server itself, installed on proxy-east-01.example.com, remainsin the East
location. This example will reconfigure round-robin load balancing between the six directory
serversin three locations:

O oo oo a

ds-east-01.example.com
ds-east-02.example.com
ds-west-01.example.com
ds-west-02.example.com
ds-central-01.example.com
ds-central-02.example.com

Overview of Deployment Steps

In this deployment scenario, we will take the following steps:

Prepare the new external servers using the pr epar e- ext er nal - ser ver tool.

Usethedsconfi g tool to configure the new LDAP external serversin the central data center
and reconfigure the load-balancing algorithm to take these servers into account.

Test external server communications after the servers have been configured and test a
simulated external server failure.

Preparing Two New External Servers Using the prepare-external-server Tool

First, we prepare the external directory servers, ds-central-01 and ds-central-02, by creating the
proxy user account and the supporting access rules. In this example, we will connect to the ds-
central-01 Ping Identity Directory Server using StartTLS. Because we are using StartTLS, we
need to capture the ds-central-01 server’s certificate and put it in the trust store on our Directory
Proxy Server instance.

The pr epar e- ext er nal - ser ver tool islocated in the bi n or bat directory of the server root
directory, PingDirectoryProxy. In this example, we run the tool on the ds-east-01 instance of the
Directory Proxy Server.

To Prepare Two New External Servers Using the prepare-external-server Tool

1. Runtheprepare-external -server tool to prepare the two new servers. On the first

attempted bind to the server, the tool will report a"failed to bind" message as it cannot bind
tothecn=Proxy User entry dueto its not being created yet. The tool sets up the cn=Pr oxy
User entry so that the Directory Proxy Server can access it and tests the communication
settings to the server.
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root @r oxy-east-01: ./prepare-external -server \
--hostname ds-central -01. exanpl e. com --port 389 \

- -baseDN dc=exanpl e, dc=com \

- - proxyBi ndPassword password \

--useStart TLS \

--proxyTrust StorePath ../config/ Exanpl eTruststore.jks

Failed to bind as ‘cn=Proxy User’

Woul d you like to create or nodify root user ‘cn=Proxy User” so that it is
avail able for this Directory Proxy Server? (yes / no)[yes]:

Enter the DN of an account on ds-central-01:389 with which to create or manage the
‘cn=Proxy User’

account [cn=Directory Mnager]:

Enter the password for ‘cn=Directory Manager’:

Created ‘cn=Proxy User, cn=Root DNs, cn=config’
Testing ‘cn=Proxy User’ privileges ....Done

2. Repeat the process on the other new server in the central location, ds-central-02.

0 Note: For entry-balancing deployments, the global base DN is required
- when using pr epar e- ext er nal - server.

Adding the New Ping Identity Directory Servers to the Directory Proxy Server

After preparing the external Ping Identity Directory Serversto communicate with the Directory
Proxy Server, we can how add the two serversin the central location to the proxy server
instance. Because we have run the pr epar e- ext er nal - ser ver tool, the two servers have the
cn=Proxy User entry configured.

To Add the New Ping Identity Directory Servers to the Directory Proxy Server

* Runthedsconfi g tool, which islocated in the bi n or bat directory of the server root
directory, PingDirectoryProxy.
r oot @r oxy-east-01:./dsconfig
>>>> Speci fy LDAP connection paraneters
Directory Proxy Server hostname or |P address [l ocal host]:

How do you want to connect to the Directory Proxy Server at
| ocal host ?

1) LDAP
2) LDAP with SSL
3) LDAP with StartTLS

Enter choice [1]: 1
Directory Proxy Server at |ocal host port nunber [389]:

Adm ni strator user bind DN [cn=Directory Manager]:
Password for user 'cn=Directory Manager':
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Adding New Locations

First, we add a new central location, to which our new Ping Identity Directory Serverswill be
added.

To Add a New Location

The following steps show how to add the new serversto anew location using dsconfi g
interactive.

1. Rundsconfi g and enter the LDAP connection parameters when prompted.
$ bin/dsconfig

2. On the main menu, enter the number corresponding to L ocation.

3. On the Location menu, enter the number corresponding to creating a new location.

4. Enter the option to create a new location from scratch.

5. Configurethe pr ef erred-fai |l over -1 ocati on property of the new location so that this
location fails over first to the east location and then to the west location, should all of the

serversin the central location become unavailable.

6. Add the east and west locations as values of the property, specifying them in the order that
they will be used for failover.

7. Confirm that these are the correct values and finish configuring the location.

Editing the Existing Locations

Next, we edit the existing east and west |ocations to include the new central location in their
failover logic. The new failover logic will be based on geographic distance, so that the east
location will first fail over to central and then the west location.

To Edit Existing Locations
The following example procedure uses dsconf i g interactive mode to edit the east location.
1. Rundsconfi g and enter the LDAP connection parameters when prompted.

2. Onthe Directory Proxy Server console configuration menu, enter the number corresponding
to Location.

3. On the Location menu, enter the number corresponding to viewing and editing an existing
location. Then, enter the number corresponding to the L ocation to be changed.

136



Deploying a Standard Directory Proxy Server

Remove the west location from the pr ef er r ed- f ai | over -1 ocat i on property. It will be
added later.

Add anew valueto thepref erred-fail over-1ocati on property.
Select the values of the new failover locations for the east.
Confirm the new configuration information and save the changes.

Repest steps 2-7 to reconfigure the failover logic for the west location to include the new
central location.

List the locations to confirm that the new location was added correctly.

Adding New Health Checks for the Central Servers

Next, we must add new health checks for the two new servers.

To Add New Health Checks for the Central Servers

1.

2.

Run dsconf i g and enter the LDAP connection parameters when prompted.
Select the number corresponding to creating a new health check.
Enter the option to use an existing health check as atemplate.

Enter the number corresponding to the ds-east-01 health check to use it as atemplate for the
new health check.

Name the new health check using the same naming strategy established for the other servers
in the deployment. Asthis health check isfor the ds-central-01 server, the name takes the
following format:

>>>> Enter a nanme for the Search LDAP Health Check that you want to create:
ds-central - 01. exanpl e. com 389_dc_exanpl e_dc_com sear ch- heal t h-check

Review the configuration properties and then enter f to finish configuring the new health
check and save changes.

Repeat steps 2-6 to create another new health check for the ds- cent r al - 02 server.

Adding New External Servers

Add new external servers by selecting “ External Server” from the main menu.

To Add New External Servers

1

Run dsconf i g and enter the LDAP connection parameters when prompted.
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2. On the External Server menu, enter the number corresponding to "Create a new External
Server".

3. Basethe configuration of the new external server on the existing configuration of the ds-
east-01 server. Enter t to use an existing External Server as atemplate.

4. Enter the number to base the configuration of the new server on the configuration of the ds-
east-01 server.

5. Enter aname for the new ds-central-01 server that complies with the naming strategy.

>>>> Enter a nane for the Ping Identity DS External Server that you
want to create: ds-central-01. exanpl e. com 389

6. Enter the value of the ser ver - host - name property.
7. Review and modify the configuration properties of the external server.

8. Onthe External Server menu, changethe ser ver - host - name property to reflect the name of
theds- central - 01 server.

9. Onthe External Server menu, changethel ocat i on property to reflect the central location.

10.Change the heal t h- check property to reflect the new health check created for the ds-
central-01 server in the previous section.

11.0n the 'health-check' Property menu, enter the number to remove one or more val ues.
12.Add the health-check created in the previous section.

13.Select the health check associated with the ds-central-01 server.

14.Press Enter to use the value associated with ds-central-01 health check.

15.Review the configuration of the new external server and enter f to create the server.

16.Repeat these steps to add the new ds- cent r al - 02 external server.

Modifying the Load Balancing Algorithm

To modify the existing load-bal ancing algorithm to include the newly created servers, select
“Load-Balancing Algorithm” from the main menu.

To Modify the Load-Balancing Algorithm
1. Rundsconfi g and enter the LDAP connection parameters when prompted.
2. Choose the option for Load-Balancing Algorithm.

3. On the Load-Balancing Algorithm menu, enter the number corresponding to "View and edit
an existing Load-Balancing Algorithm".
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Add the ds-central-01 and ds-central-02 servers to the backend- ser ver configuration
property of the round robin load-balancing algorithm.

On the backend-server property menu, enter the number corresponding to adding one or more
values.

Select the external serversto add. In this example, select ds-central-01.example.com and ds-
central-02.example.com.

Review the changes made to the load-bal ancing algorithm’ s configuration properties, and
enter f to save changes.

The change has been saved and applied to the Directory Proxy Server. The load-balancing
algorithm is referenced in the load-bal ancing-algorithm property of the request processor
used by this Directory Proxy Server.

To view this property, go to the main menu and select the Request Processor option.

On the Request Processor menu, enter the number corresponding to view and edit an existing
request processor.

10.Select the request process used by the Directory Proxy Server, and review the configuration

properties.

This request processor is used by the subtree view serviced by the Directory Proxy Server,
whichisin turn referenced by the client connection policy.

Note: The changes made in this procedure are already in effect. The

s Directory Proxy Server does not have to be restarted.

Testing External Server Communication

After adding and configuring the new external servers, test the communication between

the Directory Proxy Server and the LDAP external servers using thei ncl ude- backend-
server - passt hr ough- subt r ee- vi ews property of the Directory Proxy Server in combination
with an LDAP search. For more information about this option, see Testing External Server
Communications on page 190.

To Test External Server Communication

Run the | dapseasr ch command to test communications on the ds-central-01 serverTask.

r oot @r oxy-east-01: bin/ldapsearch --port 389 --bindDN "cn=directory manager" \
- - bi ndPasswor d password \

- -baseDN "dc=exanpl e, dc=com ds- backend- server =ds-central - 01. exanpl e. com 389" \
--searchScope base "(objectclass=*)"

Y ou can repeat this search on the ds-central-02 server, to confirm that the server returns the
entry as expected.
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Testing a Simulated External Server Failure

Once you have tested connectivity, run asimulated failure of aload-balanced external server to
verify that the Directory Proxy Server redirects LDAP requests appropriately. We stop the ds-
east-01.example.com:389 and ds-east-02.example.com:389 server instances and test searches
through proxy-east-01.example.com.

To Test a Simulated External Server Failure

1. We stop the ds-east-01.example.com: 389 and ds-east-02.exampl e.com: 389 server instances
and test searches through proxy-east-01.example.com.

2. Perform several searches against the Directory Proxy Server. Verify activity in each of the
serversin the east location, ds-east-01 and ds-east-02, by looking at the access logs. The
following simple search can be repeated as needed:

r oot @r oxy- east-01: bin/ldapsearch --bindDN "cn=Directory Manager" \
- - bi ndPassword password --baseDN "dc=exanpl e, dc=coni \
--searchScope base --useStartTLS "(objectcl ass=*)"

3. Next, stop the Directory Server instance on ds-east-01.example.com and ds-
east-02.example.com using the stop-ds command and immediately retry the above searches.
There should be no errors or noticeable delay in processing the search.

r oot @r oxy- east-01: bin/stop-ds

r oot @r oxy-east-01: bin/ldapsearch \

--bindDN "cn=Di rectory Manager" --bi ndPassword password \
--baseDN "dc=exanpl e, dc=conl" --searchScope base --useStartTLS \
"(objectclass=*)"

4. Check the access log to confirm that requests made to these servers are routed to the central
servers, asthese servers are the first failover location in the failover list for the ds-east-01 and
ds-east-02 servers.

5. Restart the Directory Server instance on ds-east-01.example.com and ds-
east-02.example.com. Check their access logs to ensure that traffic is redirected back from
the failover servers.

Merging Two Data Sets Using Proxy Transformations

In the following example, the Example.com company acquires Sample Corporation. During

the merger, Example.com migrates data from Sample’'s o=sanpl e rooted directory, converting
Sample' s sampleAccount auxiliary object class usage to Example.com’s exampl eAccount

object class for entries rooted under dc=exanpl e, dc=com Knowing that it can take considerable
time for Sample s directory clients to become aware of the new DIT and schema, proxy data
transformations are created to give the Sample clients as consistent a view of the data as possible
during the migratory period. These transformations allow the clients to search and modify
entries under o=sanpl e using the Sample Corp. schema.
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Overview of the Attribute and DN Mapping

To achieve the merger of the two data sets, we create proxy transformations that map the
Sample source attributes to Example.com target attributes as described in Table 9-1, “ Attribute
Mapping”. The Example.com schema already defines an attribute to contain the RDN of

user entries, called ui d. However, Example.com chooses to create two new attributes within
its exanpl eAccount object class to accommodate two attributes in the Sample schema for
representing the region and the DN of linked accounts.

During the merger, Example.com decides to re-parent Sample's customer entries, which

are defined under two different subtrees, ou=east,0=sample and ou=west,o=sample, placing
them under Example.com’s ou=peopl e, dc=exanpl e, dc=comsubtree. Associated proxy
transformations are described in Table 9-2, "DN Mappings'. In this process, Example.com
collapses the Sample tree, moving entries from the east and west region under asingle DN,
dc=exanpl e, dc=com The DN proxy transformations assume that all Sample users have been co-
located under this single Example.com subtree.

Table 9: Attribute Mapping

Sample Attribute Example.com Attribute Description

samplelD uid RDN of user entries

sampleRegion exSampleRegion String value representing the region
sampleLinkedAccounts exSampleLinkedAccounts DN value

Legacy Sample LDAP applications searching for entriesin either the Sample base DN
ou=east, o=sanpl e OF ou=west , o=sanpl e Will be successfully serviced, though there

will be one or more differences in the user entries seen by the Sample legacy applications.
Since the Example.com Directory Server has no knowledge of the Sample user’s former
ou=east OF ou=west association, search results for client searching under o=sanpl e

will return aDN that may differ from the original search base. For instance, a search for

sanpl el D=abc123 under ou=west, o=sanpl e may return the user entry for abc123 with the DN
of sanpl el D=abc123, ou=east , o=sanpl e. The following table illustrates the mapping DNs.

Table 10: DN Mapping

Sample DN Example.com DN

ou=east,o=sample dc=example,dc=com
ou=west,o=sample dc=example,dc=com
o=sample dc=example,dc=com

About Mapping Multiple Source DNs to the Same Target DN

Some complications exist when defining multiple DN mappings that are used for the same
reguest processor and the same source or target DN (or that have source or target DNs that are
hierarchically related). The client request may not include enough information to disambiguate
and determine the proper rule to follow.
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Several solutions exist to avoid problems of disambiguation. If the client does not need to be
ableto see al mappings at the same time, then anew client connection policy can be created to
use connection criteriathat select the set of mappings applied to the client based on information
such as the IP address or bind DN. Each client connection policy would have separated subtree
views with separate proxying request processors that reference the appropriate transformation
for that client.

Alternatively, if it is unnecessary to search under the o=sample base DN, then separate subtree
views can be created in the same client connection policy. For example, one subtree view
would be created for ou=east , o=sanpl e and one for ou=west , o=sanpl e. Each subtreeview is

then associated with its own proxying request processor, one for ou=east requests and one for
ou=west requests.

An Example of a Migrated Sample Customer Entry

The following example is an example of a Sample customer entry that has been migrated

to the Example.com database. The user entry is defined in the Example.com Directory
Server’ s database as follows. The attributes that have undergone a proxy transformation are
marked in bold. Note that this view is how the entry appears to search requests under the
dc=exanpl e, dc=combase DN.

dn: ui d=scase, ou=Peopl e, dc=exanpl e, dc=com

obj ect Cl ass:
obj ect Cl ass:
obj ect Ol ass:
obj ect Cl ass:
obj ect Cl ass:
descri ption:

ui d: scase

person
i net Or gPer son

organi zat i onal Per son

exanpl eAccount

top

A customer account mgrated from Sanpl e nerger

exAccount Nunber: 234098

exSanpl eRegi on: east

exSanpl eLi nkedAccount s: ui d=j case, ou=peopl e, dc=exanpl e, dc=com
user Passwor d: password

gi venNane: Sterling

cn: Sterling Case

sn: Case

t el ephoneNunber: +1 804 094 3356
street: 00468 Second Street

I: Arlington

mai |l : sterlingcase@mil domai n.com st: VA

The following examples shows what the Directory Proxy Server returnsto LDAP clients
who have reguested the entry when searching under the o=sample base DN. Note that the DN
returned includes ou=east, even though this branch does not exist in the Example.com DIT. It
also returns the attribute names as they are defined in the Sample schema.

dn: sanpl el D=scase, ou=east, o=sanpl e

obj ect Cl ass:
obj ect Cl ass:
obj ect Ol ass:
obj ect Cl ass:
obj ect Cl ass:
descri ption:

ui d: scase

person
i net Or gPer son

organi zat i onal Per son

exanpl eAccount

top

A customer account mgrated from Sanpl e nerger

exAccount Nurber: 234098

exSanpl eRegi on: east

exSanpl eLi nkedAccounts: sanpl el D=j case, ou=peopl e, dc=exanpl e, dc=com
user Password: password

gi venNane: Sterling

cn: Sterling Case

sn: Case

t el ephoneNunber: +1 804 094 3356
street: 00468 Second Street

I: Arlington
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mai

|: sterlingcase@rmil domai n. com st: VA

Overview of Deployment Steps

In this deployment scenario, we will take the following steps:

* Install any necessary schema on the Directory Proxy Server.

» Create three attribute mapping proxy transformations and three DN mapping proxy

transformations

» Create anew proxying request processor, using the existing dc_exanpl e_dc_comrequest

processor as atemplate.

» Assign the six proxy transformations to the new proxying request processor.

« Create anew subtree view for o=sample that references the new proxying request processor.

» Add the new subtree view to the existing client connection policy.

» Test our configuration by performing some searches on the Sample DIT.

About the Schema

The Directory Proxy Server inherits user-defined schema from all external servers by comparing
cn=schema on these servers at Directory Proxy Server startup and at five minute intervals. Asa
result, example.com schema does not need to be added manually to the Directory Proxy Server’s
confi g/ schema directory. We assume that the schema for Sample entries has been defined on
the external servers with the example.com DIT, requiring no direct schema management on the
Directory Proxy Server. The following schema definitions are assumed to exist on the external

Directory Server:

dn: cn=schema

obj ect Cl ass: top

obj ect Cl ass: | dapSubentry

obj ect O ass: subschema

cn: schema

attributeTypes: ( 1.3.6.1.4.1.32473.
NAME ' exAccount Nunber'
SYNTAX 1.3.6.1.4.1.1466. 115. 121. 1.
SI NGLE- VALUE )

attributeTypes: ( 1.3.6.1.4.1.32473.
NAME ' sanpl eLi nkedAccount s'
SYNTAX 1.3.6.1.4.1.1466. 115. 121. 1.

attributeTypes: ( 1.3.6.1.4.1.32473.
NAME ' sanpl eRegi on'
SYNTAX 1.3.6.1.4.1.1466. 115. 121. 1.
SI NGLE- VALUE )

attributeTypes: ( 1.3.6.1.4.1.32473.
NAME ' sanpl el D
SYNTAX 1.3.6.1.4.1.1466. 115. 121. 1.
SI NGLE- VALUE )

attributeTypes: ( 1.3.6.1.4.1.32473.
NAME ' exSanpl eLi nkedAccount s'
SYNTAX 1.3.6.1.4.1.1466. 115. 121. 1.

attributeTypes: ( 1.3.6.1.4.1.32473.
NAME ' exSanpl eRegi on'
SYNTAX 1.3.6.1.4.1.1466. 115. 121. 1.
SI NGLE- VALUE )

2.1.1
15
1.1.3

12 )
1.1.2

15
1.1.1
15
2.1.3

12 )
2.1.2

15

objectClasses: ( 1.3.6.1.4.1.32473.2.2.1

NAME ' exanpl eAccount '’

143



Deploying a Standard Directory Proxy Server

SUP top

AUXI LI ARY

MAY ( exAccount Nunber $
exSanpl eRegi on $
exSanpl eLi nkedAccounts $
sanplelD $
sanpl eRegi on $
sanpl eLi nkedAccounts ) )

The schema file defines some Example.com schema, such as exAccount Nunber and
exSanpl eRegi on, and some Sample schema, such as sanpl eRegi on and sanpl el D.

Creating Proxy Transformations

We create three attribute mapping proxy transformations and three DN mapping proxy
transformations. We run the dsconf i g tool, which islocated in the bi n or bat directory of the
server root directory, PingDirectoryProxy.

To Create Proxy Transformations

1. Inthe main server root directory, PingDirectoryProxy, run the st art - pr oxy command.

$ bin/start-proxy

2. Rundsconfi g ininteractive mode and enter the LDAP connection parameters.

3. On the Configuration main menu, enter the number corresponding to Proxy
Transformation.

Creating the Attribute Mapping Proxy Transformations

Next, we create the attribute mapping proxy transformations using dsconf i g interactive.
We assume for this example that we are continuing from the previous dsconfi g session. In
the following example, this transformation maps ou=east , o=sanpl e in the Sample schema
dc=exanpl e, dc=comin the Example.com schema.

To Creating the Attribute Mapping Proxy Transformations

1. On the Proxy Transformation menu, enter the number corresponding to "Create a New Proxy
Transformation”.

2. Create a mapping from the sampleRegion attribute to the exSanpl eRegi on attribute, enter the
number corresponding to "Attribute Mapping Proxy Transformation”.

>>>> Sel ect the type of Proxy Transformation that you want to create:

1) Attribute Mapping Proxy Transformation

2) Default Value Proxy Transformation

3) DN Mapping Proxy Transformation

4) Goovy Scripted Proxy Transfornmation

5) Sinple To External Bind Proxy Transfornation
6) Suppress Attribute Proxy Transformation

7) Suppress Entry Proxy Transformation

8) Third Party Proxy Transfornation
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Enter a descriptive name for the new proxy transformation that illustrates the attribute
mapping that it performs.

Press Enter to enable the proxy transformation.

Provide the name of the source attribute in the Sample schema to map to the Example.com
schema, which is sampleRegion.

Review the configuration properties, and enter f to create the new attribute mapping proxy
transformation.

Repeat the previous steps to create another attribute mapping proxy transformation. This
time, map between the Sample Corporation’s samplel D attribute and the Example.com uid
attribute.

Repeat the previous steps again to create alast attribute mapping proxy transformation,
mapping between the Sample samplelLinkedA ccounts attribute and the Example.com
exSampleLinkedA ccounts attribute.

Creating the DN Mapping Proxy Transformations

Now we create the DN mapping proxy transformations.

To Create the DN Mapping Proxy Transformations

1.

On the Proxy Transformation menu, enter the number corresponding to Create a new Proxy
Transformation.

Enter the option to create a new Proxy Transformation from scratch.
Enter the option for "DN Mapping Proxy Transformation."

Enter aname for the DN Mapping Proxy Transformation. This transformation maps
ou=east, o=sanpl e in the Sample schema dc=exanpl e, dc=comin the Example.com schema.

Select TRUE to enable the transformation by default.

Specify the source DN asit appearsin client requests.

>>>> Configuring the 'source-dn' property
Specifies the source DN that may appear in client
requests which should be remapped to the target DN
Not e that the source DN nust not be equal to the target DN
Syntax: DN

Enter a value for the 'source-dn' property:
ou=east, o=sanpl e

Specify the target DN, where requests for the source DN should be routed.

>>>> Configuring the 'target-dn' property

Specifies the DN to which the source DN shoul d be mapped.
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Note that the target DN nust not be equal to the source
DN.

Syntax: DN

Enter a value for the 'target-dn' property: dc=exanpl e, dc=com

Review the configuration properties, and then enter f to create the new DN mapping proxy
transformation.

using the previous steps, create a new DN mapping proxy transformation that maps
ou=west , o=sanpl e in the Sample schemato dc=exanpl e, dc=comin the Example.com
schema, and name it sanpl e_west - t 0- exanpl e.

10.Finally, create a DN mapping proxy transformation for the base DN of the Sample database.

Creating a Request Processor to Manage the Proxy Transformations

Next, we need to create a new proxying request processor that includes our new attribute and
DN mapping proxy transformations. We will use the existing dc_exanpl e_dc_comrequest
processor as atemplate.

To Create a Request Processor to Manage Proxy Transformations

1.

2.

On the Configuration main menu, enter the number corresponding to Request Processor.

On the Request Processor menu, enter the number corresponding to "Create a new Request
Processor."

Choose the option to use the current request processor as a template.
Provide a name for the new proxying regquest processor, such aso_sanpl e-r eq- pr ocessor .

Review the properties. The load-balancing algorithm is the same as for the previous
reguest processor, though the transformation property must be changed. Enter the number
corresponding to the Tr ansf or mat i on property.

Enter the number corresponding to the proxy transformations that we created in the previous
sections.

Select the attribute mapping proxy transformations first. Next, select the DN mapping proxy
transformations. The order of the selection isimportant because we have related DNs. Begin
with the DNs that are lower in the treefirst, and finish with the base DN transformation.

Sel ect the Proxy Transformati ons you w sh to add:

1) sanpl e-to-exanple 5) sanpl eLi nkedAccount s-t o-
exSanpl eLi nkedAccount s

2) sanpl e_east-to-exanple 6) sanpleRegion-to-
exSanpl eRegi on

3) sanple_west-to-exanple 7) Create a new Proxy
Transf ormati on

4) sanplelD-to-uid 8) Add all Proxy Transformations
?) help
b) back
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q)

qui t

Enter one or nore choi ces separated by commas [b]: 4,5,6,2,3,1

8. Confirm that the proxy transformations are listed in the correct order and press Enter to
accept and use the values.

9. Review the request processor properties, and enter f to save changes.

Creating Subtree Views

At this stage, we need to configure subtree views for the Directory Proxy Server.

To Create Subtree Views

1.

2.

On the Configuration main menu, enter the number corresponding to Subtree View.

On the Subtree View menu, enter the number corresponding to " Create a new Subtree View."

Enter the option to create the new subtree view from an existing one.

Select thedc_exanpl e_dc_com vi ew subtree view.

Enter a descriptive name for the subtree view configuration.

Configure the base DN property of the Sample dataset.

Enter the request processor created in the previous section.

Review the configuration properties, and enter f to save changes.

>>>> Configure the properties of the Subtree View

Property Val ue(s)

descri ption -

base-dn "o=sanpl e"
request - processor o_sanpl e-req- processor

hel p

finish - create the new Subtree Vi ew

di spl ay the equival ent dsconfig argunents to create this
obj ect

back
qui t

Editing the Client Connection Policy

Finally, we edit the client connection policy to add our new o=sanpl e subtree view.
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To Edit the Client Connection Policy

1. On the Configuration main menu, enter the number corresponding to Client Connection
Policy.

2. On the Client Connection menu, enter the number corresponding to "Create a new Client
Connection.”

3. Inthe configuration properties, select the subt r ee- vi ew property. Enter the number
corresponding to "Add one or more values' to add the new subtree view created for the
previous example.

4. Select the subtree view that was created in the previous section.

Sel ect the Subtree Views you wi sh to add:

1) o_sanple-view
2) Create a new Subtree View

5. Review the subtree views now referenced by the property and press Enter to use these
values.

6. Review the configuration properties of the client connection policy and enter f to save
changes.

Testing Proxy Transformations

After setting up the deployment scenario, the Directory Proxy Server will now respond to
reguests to the dc=exanpl e, dc=comand o=sample base DNs. We now test the service by
imitating example client requests to search and modify users.

Testing Proxy Transformations

The following example fetches the user with samplel D=scase under the ou=east , o=sanpl e base
DN.

1. Run| dapsear ch to view a Sample entry.

r oot @r oxy-east-01: bin/ldapsearch --bi ndDN "cn=directory manager" \
- - bi ndPasswor d password --baseDN "ou=east, o=sanpl e" "(sanpl el D=scase)"

dn: sanpl el D=scase, ou=Peopl e, ou=east, o=sanpl e

obj ect Gl ass: person

obj ect Cl ass: organi zati onal Per son

obj ect G ass: inet OrgPerson

obj ect C ass: exanpl eAccount

obj ectCl ass: top

description: A custonmer account mgrated from Sanpl e nerger
sanpl el D: scase

user Passwor d: { SSHA} ASO4Rr QHWKc 2! i 3bt D4ex GCdPOTWWOVL3CR3ZXA==
exAccount Nunmber: 234098

gi venNane: Sterling

cn: Sterling Case

sn: Case

t el ephoneNunber: +1 804 094 3356

street: 00468 Second Street
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mai | : sterlingcase@mil domai n. com

I: Arlington

st: VA

sanpl eRegi on: east

sanpl eLi nkedAccount s: sanpl el D=j case, ou=Peopl e, ou=east, o=sanpl e

. Modify the sampleRegion value, changing it to west. To do this, we first create a
| dapnodi fy input file, called scase- mod. I di f, with the following contents:

dn: sanpl el D=scase, ou=Peopl e, ou=east, o=sanpl e
changetype: nodify

repl ace: sanpl eRegi on

sanpl eRegi on: west

. Usethefile asan argument in thel dapnodi fy command as follows.

r oot @r oxy-east-01: bin/ldapnodify --bi ndDN "cn=Directory Manager" \
- - bi ndPassword password --fil ename scase-nod. | dif

Processi ng MODI FY request for sanpl el D=scase, ou=Peopl e, ou=east, o=sanpl e
MODI FY operation successful for DN sanpl el D=scase, ou=Peopl e, ou=east, o=sanpl e

. Search for scase's sanpl eRegi on value under o=sample, we should see west:

r oot @r oxy-east-01: bin/ldapsearch --bi ndDN "cn=directory manager" \
- - bi ndPassword password --baseDN "o=sanpl e" "(sanpl el D=scase)" \
sanpl eRegi on

dn: sanpl el D=scase, ou=Peopl e, ou=east, o=sanpl e
sanpl eRegi on: west

. Search for scase by ui d rather than sanpl el D, under the dc=exanpl e, dc=combase DN. We
see the Example.com schema version of the entry:

r oot @r oxy-east-01: bin/ldapsearch --bi ndDN "cn=directory manager" \
- - bi ndPasswor d password --baseDN "dc=exanpl e, dc=conf " (uid=scase)"

dn: ui d=scase, ou=Peopl e, dc=exanpl e, dc=com

obj ect Cl ass: person

obj ect Cl ass: exanpl eAccount

obj ect Gl ass: inet OrgPerson

obj ect Cl ass: organi zati onal Per son

obj ectCl ass: top

description: A custonmer account mgrated from Sanpl e nerger
ui d: scase

user Passwor d: { SSHA} ASO4Rr QHWKc 2! i 3bt D4ex GCdPOTWWOVL3CR3ZXA==
exAccount Nunber: 234098

gi venNanme: Sterling

cn: Sterling Case

sn: Case

t el ephoneNunber: +1 804 094 3356

street: 00468 Second Street

mai |l : sterlingcase@mil domai n. com

I: Arlington

st: VA

exSanpl eRegi on: west

exSanpl eLi nkedAccount s: ui d=j case, ou=Peopl e, dc=exanpl e, dc=com
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Chapter

6 Deploying an Entry-Balancing Directory
Rroxy-Server

Y ou can deploy Ping Identity Directory Proxy Server in avariety of ways, depending upon the
needs of your enterprise. This chapter describes and illustrates an entry-balancing deployment
scenario.

Topics:

» Deploying an Entry-Balancing Proxy Configuration

» Rebalancing Your Entries

« Managing the Global Indexes in Entry-Balancing Configurations
* Working with Alternate Authorization ldentities
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Deploying an Entry-Balancing Proxy Configuration

Entry-balancing is a Directory Proxy Server configuration that allows the entries within a
portion of the Directory Information Tree (DIT) to reside on multiple external servers. This
configuration istypically useful when the DIT contains many millions of entries, which can
be difficult to bring completely into memory for optimal performance. Entry-balancing allows
entries under a balancing point base DN to be divided among any number of separate directory
servers, making the Directory Proxy Server responsible for intelligently routing requests based
on thedivision.

In this example scenario, the entriesin the DIT outside of the balancing point are replicated
across all external servers known to the Directory Proxy Server. Replication on the external
directory servers must be properly configured before proceeding through this example.
The directory servers are expected to contain two replication domains: the global domain,
dc=exanpl e, dc=com and the balancing point, ou=peopl e, dc=exanpl e, dc=com

In this deployment scenario, an aust i n- pr oxy1 instance of the Directory Proxy Server
communicates with four external directory servers. The Directory Proxy Server is configured

to use entry balancing for the ou=peopl e, dc=exanpl e, dc=combase DN, with two sets of user
entries split beneath it. The first set of user entriesis defined in the replicated pair of externa
SErVers, austi n- set 1. exanpl e. comand newyor k- set 1. exanpl e. com The second set of
entriesisdefined in aust i n- set 2. exanpl e. comand newyor k- set 2. exanpl e. com The entries
in the dc=exanpl e, dc=comDIT outside of the balancing point base DN are replicated among the
four external servers.

Thefollowing dsrepl i cation st at us output from the Ping Identity Directory Server external
servers describes the replication configuration that exists before creating the Directory Proxy
Server configuration.

- Replication Status for dc=exanpl e, dc=com Enabled ---

Server : Entries : Backlog : O dest Backl og Change Age : GCeneration ID

: NNA : 722087263
: NNA 722087263
: NNA 722087263
: NNA : 722087263

austin-setl. exanpl e.com 389 : 10003
austin-set 2. exanpl e.com 389 : 10003
newyor k- set 1. exanpl e. com 389 : 10003
newyor k- set 2. exanpl e. com 389 : 10003

oooo

- Replication Status for ou=peopl e, dc=exanpl e, dc=com (Set: datasetl): Enabled ---

Server : Entries : Backlog : O dest Backlog Change Age : Generation |ID

austin-setl.exanple.com389 : 100001 : 0 : NA ;178892712
newyor k- set 1. exanpl e.com 389 : 100001 : 0 : NA : 178892712

- Replication Status for ou=peopl e, dc=exanpl e, dc=com (Set: dataset2): Enabled ---

Server : Entries : Backlog : O dest Backl og Change Age : Generation ID

austin-set 2. exanple.com 389 : 100001 : O : NA : 1057593890
newyor k- set 2. exanpl e. com 389 : 100001 : O : NA : 1057593890
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Determining How to Balance Your Data

If asingle Directory Server instance can hold all of your data, then we recommend storing your
data on a single server and replicating for high availability, as this smplifies your deployment.
If asingle server cannot hold all of your data, then you can spread it across multiple serversin
severa ways:

« |f thedataisalready broken up by hierarchy and al of the clients understand how to access
it that way, the number of top-level branchesis small and a single Directory Server instance
can hold all of the information within one or more branches. Configure the Directory Proxy
Server with multiple base DNs and use simple load-balancing rather than entry balancing to
simplify your deployment.

» If simply breaking up the data using the existing hierarchy is not an option, for example if a
large number of top-level branches must be configured, then consider using entry balancing.
The contents of any single branch still must fit on a given server, because only entries that
are immediate subordinates of the entry-balancing base DN may be spread across multiple
servers. Any entries that are further subordinates have to be placed in the same directory
server instance as their parent.

» If one or more branches are so large that any single Directory Server instance cannot hold all
of the data, you need to use entry balancing within that branch to divide the entries among
two or more sets of Directory Servers. You may aso need to change the way that the data
isarranged in the server so that it uses asflat aDIT as possible, which iseasier to usein an
entry-balancing deployment.

In an entry-balancing deployment, there can be data that is common to al external directory
servers outside the balancing point. This datais referred to as the global domain. The
Directory Proxy Server entry-balancing configuration will contain at least two subtree
views and associated request processors, one for the global domain and one for the entry-
balancing domain. In our examples, the global domain isdc=exanpl e, dc=comand the entry-
balancing domainisou=peopl e, dc=exanpl e, dc=com The entry-balancing base DN,
ou=peopl e, dc=exanpl e, dc=com iS aso the balancing point.

Entry Balancing and ACls

In an entry-balancing deployment, access control instructions (ACls) are till configured

in the backend Directory Server data. When defining access controls in an entry-balancing
deployment, you need to ensure that the data used by the access control rule is available for
evaluation on all datasets.

If you use groups for access control and a group contains users from different data sets, then
that group must exist on each dataset. For asingle ACI to be applicable to entriesin all datasets,
it must be specified above the entry-balancing point. For example, if an ACI allows access to
modify usersthat are part of group 1, then two things must exist on both data sets:

* Group 1 must exist in the ou=gr oups branch of both datasets.
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» The ACI referencing group 1 must exist in the ou=peopl e branch or above. The ou=peopl e
branch entry itself is part of the common data.

The Directory Proxy Server ensures that any changes to entries within the scope of the entry-
balancing request processor, but outside the balancing point, are applied to all backend server
sets. Any ACI stored at the entry-balancing point will be kept in sync if changes are made
through the Directory Proxy Server.

Overview of Deployment Steps
In this deployment scenario, we will take the following steps:
e Install the Directory Proxy Server on aust i n- pr oxy1.

* Usethecreate-initial-proxy-config tool to provide our initial setup for entry balancing.
Theinitial setup includes defining multiple subtree views and global indexes in support of
entry balancing.

» Change the placement algorithm of the aust i n- pr oxy- 01 server to use an entry-count
placement algorithm. This algorithm is used to select the backend set to which to forward an
add request. It looks at the number of entriesin the backend sets and forwards the add request
to the backend with either the fewest or the most entries, depending on the configuration.

Y ou can also configure the placement algorithm to make the decision based on the on-disk
database size rather than the number of entries.

Installing the Directory Proxy Server

We start by configuring the Directory Proxy Server. The four external servers, austi n-
set 1. exanpl e. com newyor k- set 1. exanpl e. com aust i n-set 2. exanpl e. com and newyor k-
set 2. exanpl e. com are running.

To Install the Directory Proxy Server

* Runtheset up program in non-interactive mode.

root @ustin-proxyl: ./setup --acceptlLicense \
--listenAddress austin-proxyl. exanpl e.com\
--ldapPort 389 --rootUserDN "cn=Directory Manager" \
--root User Password pass --entryBal ancing \

- -aggressi veJVMIuni ng - - naxHeapSi ze 2g - - no- pronpt

Configuring the Entry-Balancing Directory Proxy Server

Once the Directory Proxy Server has been installed, it can be automatically configured using
thecreate-initial -proxy-configtool. Thistool can only be used once for thisinitial
configuration, after which we will have to use dsconf i g to make any changes to our Directory
Proxy Server configuration.
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To Configure the Entry-Balancing Directory Proxy Server

1. Runthecreate-initial-proxy-config tool.

root @ustin-proxyl: ./bin/create-initial-proxy-config

2. Our topology meets the requirements, press Enter to continue:

Some assunptions are made about the topol ogy to keep
this tool sinple:

1) all servers will be accessible via a single user account

2) all servers support the sane comuni cation security type

3) all servers are PingDirectoryProxy Servers

If your topol ogy does not have these characteristics you can

use this tool to define a basic configuration and then use the

"dsconfig' tool or the Admi nistrative Console to fine tune the configuration.

Wul d you like to continue? (yes / no) [yes]:

3. Provide the external server access credentials. All of our proxies have identical proxy user
accounts and passwords.
Enter the DN of the proxy user account [cn=Proxy User, cn=Root DNs, cn=config]:

Enter the password for 'cn=Proxy User,cn=Root DNs, cn=config':
Confirmthe password for 'cn=Proxy User, cn=Root DNs, cn=config':

4. Specify the type of security that the Directory Proxy Server will use to communicate with
Directory Servers.

5. Enter abase DN of the Directory Server instances that will be accessed by the Directory
Proxy Server.

6. Define the balancing point as a separate base DN, which is entry balanced:

Ent er another base DN of the directory server instances that
wi || be accessed through the Directory Proxy Server:

1) Renove dc=exanpl e, dc=com
b) back
g) qui t

Enter a DN or choose a nenu item [Press ENTER when fini shed
entering base DNs]: ou=peopl e, dc=exanpl e, dc=com

Are entries wthin 'ou=peopl e, dc=exanpl e, dc=coml split across
mul tiple servers so that each server stores only a subset of
the entries (i.e. is this base DN 'entry bal anced')? (yes / no)
[no]: yes

7. Inthisexample, the datain ou=peopl e, dc=exanpl e, dc=comwill be split across two backend
sets. Enter 2 to specify that the data will be balanced across two sets of servers.
Across how many sets of servers is the data bal anced?

c) cancel creating ou=peopl e, dc=exanpl e, dc=com
g) quit
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Enter a nunmber greater than one or choose a nenu item 2

8. The balancing point is the same as our base DN, ou=people,dc=example,dc=com., so we use
it asthe entry balancing base.

>>>> Entry Bal anci ng Base

The entry bal anci ng base DN specifies the entry bel ow which the
data is balanced. Entries not below this entry nust be duplicated
in all the server sets. If all the entries in the base DN are
distributed the entry bal ancing base DN is the sane as the base DN.

c) cancel creating ou=peopl e, dc=exanpl e, dc=com
b) back
g) quit

Enter the entry bal ancing base DN or choose a nenu item
[ ou=peopl e, dc=exanpl e, dc=conj : ou=peopl e, dc=exanpl e, dc=com

9. To improve the performance for equality search filters referencing the ui d attribute, create a
ui d global index. Enter yes to add a new attribute to the global index.

10.Specify the ui d attribute.

Enter attributes that you would like to add to the gl obal index:

c)cancel creating ou=peopl e, dc=exanpl e, dc=com
b) back
g) qui t

Enter an attribute name or choose a menu item [Press ENTER when
finished entering index attributes]: uid

11.To optimize Directory Proxy Server performance from the moment it starts accepting
connections, enter the number corresponding to "Y es, and all subsequent attributes.”

12.Press Enter to finish specifying index attributes.

13.Press Enter to enable RDN index priming.

Woul d you like to enable RDN i ndex primng for
' ou=peopl e, dc=exanpl e, dc=com ? (yes / no) [yes]:

14.Press Enter to finish specifying base DNs.

Ent er another base DN of the directory server instances that
wi || be accessed through the Directory Proxy Server:

1) Renpve dc=exanpl e, dc=com
2) Renopve ou=peopl e, dc=exanpl e, dc=com (di stri but ed)

b) back
g) quit

Enter a DN or choose a nenu item [Press ENTER when fini shed
entering base DNs]:

15.The external servers are spread among two locations, New Y ork and Austin. This Directory
Proxy Server instance islocated in the austin location.

A good rule of thunmb when naming |ocations is to use the
nanme of your data centers or the cities containing them

b) back
g) quit
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Enter a location nane or choose a nenu item austin
1) Renobve austin

b) back
q) quit

16.Define the newyork location:

Ent er another |ocation nane or choose a menu item [ Press ENTER
when finished entering | ocations]: nework

1) Renobve austin
2) Renmpbve newyork

b) back
g) quit

Ent er another | ocation nane or choose a menu item [ Press ENTER
when fini shed entering | ocations]:

17.Select the austin location for this Directory Proxy Server instance:

Choose the location for this Directory Proxy Server

1) austin
2) newyork

b) back
g) quit

Enter choice [1]:

18.Specify the LDAP external server instances associated with this location.

Enter the host and port (host:port) of the first directory server

in "austin'
b) back
g) quit

Enter a host:port or choose a menu item [l ocal host: 389]:
austin-set 1. exanpl e. com 389

19.Specify that the aust i n- set 1 server can handle requests from the global domain and from
Set 1 restricted domain.

Assi gn server austin-setl.exanple.com 389 to handl e requests for
one or nore of the defined sets of data:

1) dc=exanpl e, dc=com
2) ou=peopl e, dc=exanpl e, dc=com Server Set 1
3) ou=peopl e, dc=exanpl e, dc=com Server Set 2

Enter one or nore choi ces separated by conmmas: 1,2

20.Enter the number corresponding to "Y es, and all subsequent servers' to prepare the server for
access by the Directory Proxy Server.

Wul d you like to prepare austin-setl.exanple.com 389 for access
by the Directory Proxy Server?

1) Yes
2) No
3) Yes, and all subsequent servers
4)No, and all subsequent servers
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Enter choice [3]:

21.Select the entry-balanced data set that the austin-set1 server replicates with other servers.

You may choose a single entry-bal anced data set with which
austin-setl. exanple.com389 will replicate data with other servers

1) ou=peopl e, dc=exanpl e, dc=com Server Set 1
2) None, data will not be replicated

Enter choice: 1

Testing connection to austin-setl.exanple.com389 ..... Done
Testing 'cn=Proxy User, cn=Root DNs, cn=config' access ....Denied

22.Modify the root user for use by the Directory Proxy Server, specifying the directory manager
password for theinitial creation of the proxy user.

Wul d you like to create or nodify root user 'cn=Proxy User,
cn=Root DNs, cn=config' so that it is available for this
Directory Proxy Server? (yes / no) [yes]:

Enter the DN of an account on austin-set 1. exanpl e. com 389
with which to create or manage the ' cn=Proxy User,cn=Root DNs,
cn=confi g’ account and configuration [cn=Directory Manager]:

Enter the password for 'cn=Directory Manager':

Created ' cn=Proxy User,cn=Root DNs, cn=config’

Testing 'cn=Proxy User, cn=Root DNs, cn=config' privileges...Done
Setting replication set name .....

23.Since the replication set name has aready been configured, we do not need to use the name
created automatically by the Directory Proxy Server.
This server is currently configured for replication set 'datasetl'.

Wul d you like to reconfigure this server for replication set
"set-1'? (yes / no) [no]:

Setting replication set name ..... Done

Verifyi ng backend ' dc=exanpl e, dc=comi ..... Done

Verifyi ng backend ' ou=peopl e, dc=exanpl e, dc=com ..... Done
Testing 'cn=Proxy User' privileges ..... Done

Verifyi ng backend ' dc=exanpl e, dc=coml ..... Done

24.Define the other Austin and New Y ork servers using the same procedure as in the previous
example:

Ent er anot her server in 'austin'

1) Renpbve austin-set 1. exanpl e. com 389
b) back
g) quit

Enter a host:port or choose a menu item [Press ENTER when
finished entering servers]: austin-set2.exanple.com 389

Assi gn server austin-set?2.exanple.com 389 to handl e requests
for one or nore of the defined sets of data

1) dc=exanpl e, dc=com

2) ou=peopl e, dc=exanpl e, dc=com Server Set 1

3) ou=peopl e, dc=exanpl e, dc=com Server Set 2
Enter one or nore choi ces separated by conmmas: 1,3
You may choose a single entry-bal anced data set with which
austin-set 2. exanple.com 389 will replicate data with other
servers

1) ou=peopl e, dc=exanpl e, dc=con] Server Set 2
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2) None, data will not be replicated
Enter choice: 1

Testing connection to austin-set?2.exanpl e.com 389 ....Done
Testing 'cn=Proxy User, cn=Root DNs, cn=config' access ... Denied

Wul d you like to create or nodify root user 'cn=Proxy User,
cn=Root DNs, cn=config' so that it is available for this
Directory Proxy Server? (yes / no) [yes]:

Woul d you like to use the previously entered nmanager credentials
to access all prepared servers? (yes / no) [yes]:

Created 'cn=Proxy User, cn=Root DNs, cn=config’

Testing 'cn=Proxy User, cn=Root DNs, cn=config' privileges...Done
Setting replication set name .....

This server is currently configured for replication set 'dataset2'.

Woul d you like to reconfigure this server for replication set 'set-2'?
(yes / no) [no]:

Setting replication set name ..... Done
Verifyi ng backend ' dc=exanpl e, dc=comi ..... Done
Verifyi ng backend ' ou=peopl e, dc=exanpl e, dc=com ..... Done

Ent er anot her server in 'austin'

1) Renpve austin-set 1. exanpl e. com 389
2) Renpve austin-set 2. exanpl e. com 389

b) back
g) quit

Enter a host:port or choose a nenu item [Press ENTER when
finished entering servers]:

>>>> >>>> Location 'newyork' Details
>>>> External Servers

External Servers identify directory server instances including
host, port, and authentication information.

Enter the host and port (host:port) of the first directory server
in 'nework':

b) back

q) quit

Enter a host:port or choose a nenu item [l ocal host: 389]:
newyor k- set 1. exanpl e. com 389

Assi gn server newyork-setl.exanpl e.com 389 to handl e requests
for one or nore of the defined sets of data

1) dc=exanpl e, dc=com
2) ou=peopl e, dc=exanpl e, dc=com Server Set 1
3) ou=peopl e, dc=exanpl e, dc=com Server Set 2

Enter one or nore choi ces separated by commas: 1,2

You may choose a single entry-bal anced data set with which
newyor k-set 1. exanpl e.com 389 will replicate data with other servers

1) ou=peopl e, dc=exanpl e, dc=con} Server Set 1
2) None, data will not be replicated

Enter choice: 1

Testing connection to nework-setl. exanpl e.com 389 ....Done
Testing 'cn=Proxy User, cn=Root DNs, cn=config' access ... Denied

Woul d you like to create or nodify root user 'cn=Proxy User,
cn=Root DNs, cn=config' so that it is available for this
Directory Proxy Server? (yes / no) [yes]:

Created 'cn=Proxy User, cn=Root DNs, cn=config’
Testing 'cn=Proxy User, cn=Root DNs, cn=config' privileges...Done
Setting replication set name .....
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This server is currently configured for replication set 'datasetl'.

Wul d you like to reconfigure this server for replication set
"set-1'? (yes / no) [no]:

Setting replication set name ..... Done
Verifyi ng backend ' dc=exanpl e, dc=comi ..... Done
Verifyi ng backend ' ou=peopl e, dc=exanpl e, dc=com ..... Done

Ent er another server in 'newyork'

1) Renpve newyor k-set 1. exanpl e. com 389
b) back

g) quit

Enter a host:port or choose a menu item [Press ENTER when
finished entering servers]: newyork-set2. exanpl e. com 389

Assi gn server newyork-set2. exanpl e. com 389 to handl e requests
for one or nore of the defined sets of data:

1) dc=exanpl e, dc=com
2) ou=peopl e, dc=exanpl e, dc=com Server Set 1
3) ou=peopl e, dc=exanpl e, dc=com Server Set 2

Enter one or nore choi ces separated by conmmas: 1,3

You may choose a single entry-bal anced data set with which
new yor k- set 2. exanpl e.com 389 will replicate data with other servers

1) ou=peopl e, dc=exanpl e, dc=com Server Set 2
2) None, data will not be replicated

Enter choice: 1

Testing connection to newyork-set2. exanple.com389 ..... Done
Testing 'cn=Proxy User, cn=Root DNs, cn=config' access.... Denied

Wul d you like to create or nodify root user 'cn=Proxy User,
cn=Root DNs, cn=config' so that it is available for this Directory
Proxy Server? (yes / no) [yes]:

Created ' cn=Proxy User,cn=Root DNs, cn=config' Testing
' cn=Proxy User, cn=Root DNs, cn=config' privileges...Done
Setting replication set name .....

This server is currently configured for replication set 'dataset2'.
Woul d you like to reconfigure this server for replication
set 'set-2'? (yes / no) [no]:

Setting replication set name ..... Done
Verifyi ng backend ' dc=exanpl e, dc=comi ..... Done
Verifyi ng backend ' ou=peopl e, dc=exanpl e, dc=com ..... Done

Ent er another server in 'newyork'

1) Renove newyor k- set 1. exanpl e. com 389
2) Renbve newyor k- set 2. exanpl e. com 389

b) back
g) qui t

Enter a host:port or choose a menu item [Press ENTER when
finished entering servers]:

>>>> >>>> Configurati on Summary

Ext ernal Server Security: None
Proxy User DN: cn=Proxy User, cn=Root DNs, cn=config
Location austin
Fai | over Order: newyork
Servers: austin-setl. exanpl e.com 389,
austin-set 2. exanpl e. com 389
Locati on newyork
Fai |l over Order: austin
Servers: newyork-set 1. exanpl e. com 389,
newyor k- set 2. exanpl e. com 389
Base DN: dc=exanpl e, dc=com
Servers: austin-setl. exanpl e.com 389,
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Base

austi n-set 2. exanpl e. com 389,

newyor k- set 1. exanpl e. com 389,

newyor k- set 2. exanpl e. com 389
DN: vou=peopl e, dc=exanpl e, dc=com

Entry Bal anci ng Base: ou=peopl e, dc=exanpl e, dc=com

Se
Se

I'n
Pr

rver Set 1: austin-setl.exanple.com 389,
newyor k- set 1. exanpl e. com 389

rver Set 2: austin-set2.exanple.com 389,
newyor k- set 2. exanpl e. com 389

dex Attributes: uid (primed,unique)

ime RDN | ndex: Yes

NOTE: The Directory Proxy Server nust be restarted after

th

En
>>

Th
fi

w

is tool has conpleted to have index primng take place
b) back

g) quit

W) wite configuration

ter choice [W
>> Wite Configuration

e configuration will be witten to a 'dsconfig' batch
le that can be used to configure other Directory Proxy Servers.

iting Directory Proxy Server configuration to /proxy/dps-cfg.txt..... Done

25.Enter yes to apply our configuration changes to the Directory Proxy Server.

Appl y

Server
How do

1)
2)
3)

Ent er

Admi ni
Passwo
Creati
Updat i

Updat i
Creati

Creati
Creati
Creati
Creati
Updat i
Creati

Done
Creati
Creati

Done
Creati
Creati
Creati
Creati
Creati

Updat i
See /|

To see

Configuring

Now, we

these configuration changes to the local Directory Proxy
? (yes /no) [yes]:

you want to connect to the Directory Proxy Server on |ocal host?
LDAP
LDAP wi th SSL
LDAP with StartTLS
choice [1]:

strator user bind DN [cn=Directory Manager]:

rd for user 'cn=Directory Manager':

ng Locations ..... Done

ng Fail over Locations ..... Done

ng d obal Configuration ..... Done

ng Health Checks ..... Done

ng External Servers ..... Done

ng Load-Bal anci ng Al gorithm for dc=exanpl e,dc=com.... Done
ng Request Processor for dc=exanple,dc=com..... Done

ng Subtree View for dc=exanpl e, dc=com..... Done

ng dient Connection Policy for dc=exanpl e, dc=com..... Done

ng Load-Bal anci ng Al gorithm for ou=peopl e, dc=exanpl e, dc=com Server Set 1 .....

ng Request Processor for ou=peopl e, dc=exanpl e, dc=com Server Set 1...Done
ng Load-Bal anci ng Al gorithm for ou=peopl e, dc=exanpl e, dc=com Server Set 2 ....

ng Request Processor for ou=peopl e, dc=exanpl e, dc=com Server Set 2...Done

ng Entry Bal anci ng Request Processor for ou=peopl e, dc=exanpl e, dc=com ... .. Done
ng Pl acement Al gorithm for ou=peopl e, dc=exanpl e, dc=com .... Done

ng G obal Attribute |ndexes for ou=peopl e, dc=exanpl e, dc=com .. ... Done

ng Subtree View for ou=peopl e, dc=exanpl e, dc=com . . ... Done

ng dient Connection Policy for ou=peopl e, dc=exanpl e, dc=com . . ... Done

ogs/create-initial-proxy-config.log for a detailed |og of this operation

basi c server configuration status and configuration you can |aunch /bin/status

the Placement Algorithm Using a Batch File

configure the placement algorithm using a batch file. We want to place new entries

added through the proxy via LDAP ADD operationsinto the least used dataset. We do this using
an entry-count placement algorithm. To change the placement algorithm from round robin to
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entry count, we first create and enable an entry-count placement algorithm configuration object
and then disabl e the existing round robin placement algorithm. Our batch file, dsconfi g. post -
set up, contains the dsconf i g commands required to create the entry-count placement algorithm
and disable the old round robin algorithm.

To Configure the Placement Algorithm Using a Batch File

The batch file contains comments to explain each dsconf i g command. Note that in this
example, linewrapping is used for clarity. The dsconf i g command requires that the full
command be provided on asingleline.

The batch file itself looks like the following:

root @ustin-proxyl:more ../dsconfig. post-setup

# This dsconfig operation creates the entry-count placenent
# algorithmwi th the default behavior of adding entries to the
# smal | est backend dataset first.

dsconfi g create-placenent-al gorithm
- - processor-nanme ou_peopl e_dc_exanpl e_dc_com eb-req- processor
--algorithmnanme entry-count --type entry-counter --set enabl ed:true

Note that once the entry-count placement algorithmis created
and enabl ed, we can di sabl e the round-robin algorithm

Since an entry-bal anci ng proxy nust always have a pl acenent
algorithm we add a second al gorithm and then disable the
original round-robin algorithmcreated during the setup
procedure.

HHHFHHR

dsconfi g set-placenent-al gorithm prop
--processor-nane ou_peopl e_dc_exanpl e_dc_com eb-req- processor
--al gorithmname round-robin --set enabl ed: fal se

# At this point, LDAP ADD operations will be forwarded to an externa
# server representing the dataset with the | east nunber of entries.

* Runthedsconfi g command using the batch file. Once the batch file has executed, a new
entry-count placement algorithm, called entry-count, has been created, and the old round-
robin placement algorithm, r ound- r obi n, has been disabled.

root @ustin-proxyl: bin/dsconfig --no-pronpt \
--bindDN "cn=di rectory manager" --bi ndPassword password \
--port 389 --batch-file ../dsconfig.post-setup

Batch file '../dsconfig.post-setup' contains 2 conmmands

Executing: create-placenment-al gorithm --no-pronpt

--bindDN "cn=di rectory nanager" --bi ndPassword pass

--port 1389

--processor-nanme ou_peopl e_dc_exanpl e_dc_com eb-req- processor
--algorithmnanme entry-count --type entry-counter --set enabl ed:true

Executing: del ete-pl acenment -al gorithm --no- pronpt

--bindDN "cn=di rectory nanager" --bi ndPassword pass

--port 1389

- -processor-name ou_peopl e_dc_exanpl e_dc_com eb-req- processor
--al gorithmnanme round-robin --set enabl ed: fal se

Rebalancing Your Entries

If your deployment distributes entries using an entry counter placement algorithm or 3rd party
algorithm, you may need to redistribute your entries. For example, imagine that you have an
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environment that distributes entries across three backends using an entry counter placement
algorithm. This algorithm distributes entries to the backend that has the most space. Imagine
that the backends all reach their maximum capacity and you decide to add a new backend to the
deployment. Y ou need to move the entries from the full backends and distribute them evenly
across all the backends, including the new backend.

Y ou might also want to deliberately rebalance your entries to meet the needs of your
organization. For example, you can direct entry balancing based on attributes on the entries
themselves. Y ou can write a custom algorithm that looks at the value of an attribute that is
being modified on the entry. Based on the attribute, you can then put this entry somewhere
specific. You might use this feature if you want to have certain entries closer geographically

to the client application using them. The geographical information could be included in the
entry. Rebalancing would be used to move these entries to the server in the correct geographical
location.

Y ou can redistribute entry-balanced entries in two ways:

« Using dynamic rebalancing. With dynamic rebalancing, as existing entries get modified,
they get moved. Y ou configure dynamic rebalancing in the entry counter placement
agorithm.

e Using the move- subt r ee tool. Thistool can be used to move either small subtrees through
atransactional method or to move large subtrees, potentially taking them offline for a short
period.

The remainder of this section describes each of these method of entry rebalancing in more detail.

About Dynamic Rebalancing

During dynamic rebalancing entries get moved as they are modified. Y ou configure dynamic
rebalancing on the entry counter placement algorithm or athird-party placement algorithm that
supports rebalancing. This algorithm keeps a count of the number of entries or the size of the
backend set. Y ou configure dynamic rebalancing using the following parameters:

* rebal anci ng- enabl ed. Determines whether entry rebalancing is enabled. When rebalancing
is enabled, the placement algorithm is consulted after modify and add operations, to
determine whether the target entry should be moved to a different backend set.

* rebal anci ng- scope. Indicates which modified entries are candidates for rebalancing. A
value of top-level indicates that only entries immediately below the entry-balancing base can
be rebalanced. A value of any indicates that entries at any level below the entry-balancing
base may be rebalanced.

* rebal anci ng- ni ni mum per cent age. Specifies the minimum threshold for entries to be
migrated from one backend set to a preferred backend set with a smaller size. Entries are
not migrated unless the percentage difference between the value of the current backend set
and the value of the preferred backend set exceeds this threshold. This parameter prevents
unnecessarily migrating entries back and forth between backend sets of similar sizes.

* rebal anci ng- subt ree-si ze-1i m t . Specifies the maximum size of a subtree that can be
rebal anced.
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* poll-interval . Specifies how long to wait between polling the size of the backends
to determine how to rebalance; works in conjunction with ther ebal anci ng- mi ni num
per cent age property.

* placenent-criteria. Determineswhich approach to use to select a destination backend for
rebalancing. Possible values are: ent ry- count , backend- si ze, Of cust om

The following figure illustrates an entry-balancing base DN and three subtrees, A, B, and C. If
the rebalancing scope is set to any, any child entries under the base DN can be rebalanced. For
example, if achangeis madeto entry A1, the entire subtree A might be rebalanced, depending
upon how you have configured rebalancing. If the rebalancing scopeissettot op-1 evel ,
rebalancing is only triggered when entries at the top level, such as A, are modified. Changes
made to subentries, such as Al or A2, do not trigger rebalancing. Rebalancing is also triggered
upon the addition of entries such as A1, A2, provided the scopeisany.

Entry Balancing Base DN
{ou=people,dc=example,dc=com)

/ \
! A v ¢
I 1
\ !
VAl A2/ Bl B2 C1 Cc2
\ V4
s -

Figure 4: Rebalancing at the Top Level

If you are writing your own 3rd party algorithm, you program dynamic rebalancing using the
Sel ect Rebal anci ngBackendSet method on the placement algorithm. For more information, see
the Server SDK documentation.

To Configure Dynamic Rebalancing

This procedure describes how to configure dynamic rebalancing on an existing entry balancing
configuration.

1. To configure entry rebalancing, you may create an entry counter placement algorithm, if
the current placement algorithm does not support rebalancing. Y ou can either do this using
dsconfi g ininteractive mode, or using the dsconfi g command line as follows:

$ dsconfig create-placenent-al gorithm\
--processor-nanme dc_exanpl e_dc_com eb-req- processor \
--algorithmnanme rebal ancing --type entry-counter \
--set enabled:true --set rebal anci ng-enabl ed: true

2. Remove any placement algorithm previously configured on this entry-balancing request
processor.

3. You can throttle how many entries are being moved by the proxy, so that the backend servers
do not have too heavy aload. To do this, set the rebalancing-queue-maximum-size property
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of the request processor created in the previous step. By default, it is set to 1000. If the load
istoo high, reduce this value as follows:

$ dsconfig set-request-processor-prop \
- - processor-nanme dc_exanpl e_dc_com eb-req- processor \
--set rebal anci ng- queue- maxi mum si ze: 50

4. Verify that the access logs are configured to display the subtrees being moved by dynamic
rebalancing. The access logs provide a good way to monitor progress. So, if the write load on
the backend serversis high and you see lots of rebalancing activity in the access log, lower
the queue size to lower the rebalancing activity. Y ou can configure the access |og to display
entry rebalancing processing information as follows:
$ dsconfig set-1og-publisher-prop \

--publisher-name "Fil e-Based Access Logger" \
--set | og-entry-rebal anci ng-requests:true

About the move-subtree Tool

The nove- subt r ee tool allows you to specify subtrees for rebalancing. Y ou specify the source
server, the target server, and one or more base DNs identifying the subtrees you want to move.
Y ou can move small subtrees using the transactional method or move large subtrees, which
does not use this method. Instead, the large subtree is not fully accessible during the move, so
clients may get an "insufficient accessrights error” if they try to access the subtree. As entries
are moved, clients can read but not write to them. Once the transfer is complete, the entries are
fully available to client requests.

Thistool accepts afile containing alist of the base DNs of the subtrees you want to move.

Note: Thenove- subt r ee tool requires usersto have access to the extended
operations and controls needed to run the tool. Make sure to apply the
following AClsto your data.

aci: (targetcontrol="1.3.6.1.4.1.30221.2.5.5 ||
['.._. 1.3.6.1.4.1.30221.2.5.24 || 1.3.6.1.4.1.30221.2.5.13")
(version 3.0; acl "Allow adnmin to subnmit nove-subtree controls";
al l ow (read) userdn="I|dap:///uid=adm n, dc=exanpl e, dc=coni'; )
aci: (extop="1.3.6.1.4.1.30221.2.6.19")
(version 3.0; acl "Allow admin to request nove-subtree extended
operation"; allow (read) userdn="ldap:///
ui d=adni n, dc=exanpl e, dc=coni'; )

About the subtree-accessibility Tool

Thesubt ree-accessi bi | ity tool helpsyou determine if a subtree has restricted access and
helps you fix any problems. If, during rebalancing, the Directory Server issues an aert that a
subtree has been unavailable for too long, then you can use this tool to evaluate the problem. For
example, if the move- subt r ee tool isinterrupted by a host machine going down unexpectedly,
the subtree might not be successfully moved. Y ou can use the subt r ee- accessi bi | i ty tool to
evaluate and correct any problems with the subtrees, and then re-run the nove- subt r ee tool.
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Managing the Global Indexes in Entry-Balancing
Configurations

In an entry-balancing configuration, the Directory Proxy Server maintains the default RDN
index as well as one or more in-memory global attribute indexes. The global indexes allow the
Directory Proxy Server to select the correct backend server set for incoming operations, which
avoids broadcasting operations to all backend sets.

The indexes may be prel oaded from peer proxies or the backend directory servers when the
server starts up, and are updated by certain operations that come through the Directory Proxy
Server. For instance, when a new entry is added, the DN of the new entry is added to the DN
index of the Directory Proxy Server performing the operation. The indexes are al so fault-tolerant
and can adapt to changes made in the backend servers without going through the Directory
Proxy Server. For example, operations will be processed directly through the backend server.

This section describes when to create aglobal attribute index, how to reload the global index,
how to monitor its growth, and how to prime the global index from a peer at start-up.

When to Create a Global Attribute Index

The RDN index is referenced whenever a modify, delete, or base search is requested. In other
words, the RDN index is needed when the LDAP request contains the complete DN of the
targeted entry. If the entry-balancing request processor is not configured to prime the rdn index
at startup, then theindex is populated over time as LDAP requests are processed.

A global attribute index is an optional index and is referenced when the Directory Proxy

Server is handling a search request with an equality filter involving the attribute, such as the

t el ephoneNunber attribute with the filter (telephoneNumber=+11234567890). Since the
Directory Proxy Server does not know what the data within the subtree views looks like or how
it will be searched, it cannot create or recommend default global attribute index definitions.
The creation of aglobal attribute index is based on the range of equality-filtered search requests
that the Directory Proxy Server will handle. The Directory Server must also have an equality or
ordering index type for the associated attribute Local DB Index."

The common candidates for global attribute indexing are the uniquely-valued equality-
indexed attributes on the external servers. Examples of these attributes are ui d, mai | and

t el ephoneNunber . Though the values of the attribute need not be unique to be used as a global
attribute index by the entry-balancing request processor.

Consider a Directory Proxy Server deployment that expects to handle frequent searches of the
form "( & mai | =user @xanpl e. com (obj ect cl ass=per son))". Since the filter is constructed
with an equality match and & -clause, we can use a global attribute index on the mai | attribute to
avoid forwarding the search request to each entry balanced dataset.

The following dsconf i g command creates the global attribute index. Note that the mail attribute
must be indexed for equality searches on each of the external servers behind the Directory Proxy
Server.
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$ bin/dsconfig create-global -attribute-index \
- - processor-nanme ou_peopl e_dc_exanpl e_dc_com eb-req- processor \
--index-nane mail --set prime-index:true \

After creating the index with dsconfi g, the index will begin to be populated as search requests
involving the mail attribute are made to the Directory Proxy Server. At this point, you can also
usether el oad- i ndex tool to fully populate the index for optimal performance as described in

the following section.

Reloading the Global Indexes

The Directory Proxy Server provides atoal, r el oad- i ndex, which alows you to manually
reload the Directory Proxy Server global indexes. Y ou might need to reload the index when:

» The Directory Proxy Server fails to successfully load its global indexes on startup.
» Changes are made to the set of indexed attributes.

» Significant changes are made to the content in backend servers.

* Theintegrity of the index isin question.

Y ou can use the tool to reload all configured indexes in the global index, including the RDN
index and all attribute indexes, or to reload only those indexes you specify.

Thetool schedules an operation to run within the Directory Proxy Server’'s process. Y ou must
supply LDAP connection information so that the tool can communicate with the server through
itstask interface. Tasks can be scheduled to run immediately or at alater scheduled time. Once
scheduled, you can manage the tasks using the manage- t asks tool.

To Reload All of the Index

* Runtherel oad-i ndex tool to reload all of the indexes within the scope of the
dc=exanpl e, dc=combase DN. The task is performed ascn=Di rect ory Manager on port 389
of the localhost server. The existing index contents are erased before rel oading.

$ bin/rel oad-index --task --bindPassword password --baseDN "dc=exanpl e, dc=con{

To Reload the RDN and UID Index

» Toreload the RDN and UID index in the background so that the existing contents of these
indexes can continue to be used, run the command as follows:

$ bin/rel oad-index --task --bindPassword password \
- -baseDN "dc=exanpl e, dc=cont --index rdn --index uid --background

To Prime the Backend Server Using the --fromDS Option

Y ou can force the Directory Proxy Server to prime from the backend directory server only using
the - - f r onDS option, overriding the configuration of the pri me- i ndex- sour ce property. You
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can do this on aone off basisif the global index appears to be growing too large. For example,
run the command as follows:

* Runtherel oad-i ndex command with the - - f r onDS option to prime the backend server.

$ bin/rel oad-i ndex --bindPassword password --baseDN "dc=exanpl e, dc=coni’ --fronDS

Monitoring the Size of the Global Indexes

Over time, stale entries can build up in the global indexes because proxies do not communicate
changes to the indexes with one another. The Directory Proxy Server continues to operate
normally in this situation since the global indexes are only ever used as a hint at where to find
entries.

The rate of this growth istypically very slow since in most environments the key attributes
change infrequently. The global indexes themselves are also very compact. However, if the
global indexes start to fill up the allocated memory, you may need to flush and reload them. The
size of the global indexes can be monitored over LDAP using the following command:

$ bin/l dapsearch -b "cn=nonitor" -D "uid=adm n, dc=exanpl e, dc=conf -w password \
"(obj ect d ass=ds-ent ry-bal anci ng- r equest - processor-noni tor-entry)" \
gl obal -i ndex- current - menory- per cent

If the global indexes fill up, the Directory Proxy Server will continue to operate normally, but it
will need to start evicting entries from the indexes, which will lead to more broadcast searches,
reducing the overall throughput of the Directory Proxy Server.

To reload the indexes so that they no longer hold stale information, run ther el oad- i ndex
command with the - - f r onDS option so that datais|oaded from backend directory servers. We
recommend that you rel oad the indexes during off-peak hours because it may have an impact on
performance while the reload is in progress.

Sizing the Global Indexes

The Directory Proxy Server includes atool, gl obal - i ndex- si ze, to help you estimate the
size in memory of your global indexes. Y ou can estimate the size of more than oneindex in a
single invocation by providing multiple sets of options. The tool creates its estimate using the
following information:

* Number of keysin theindex. For example, for the built-in RDN index, the number of
keysisthetotal number of entriesin the Directory Server that are immediately below the
balancing point. Entries more than one level below the balancing point, as well as entries
that are not subordinate to the balancing point, will not be contained in the RDN index. For
attribute indexes, the number of keyswill be the number of unique values for that attribute in
the entry-balanced portion of the data.

» Averagesize of each key, in bytes. For attributes indexes, the key is simply the attribute
value. For the built-in RDN index, the key isthe RDN directly below the balancing base DN.
For example, for the DN ui d=user . 0, dc=exanpl e, dc=comunder the balancing base DN of
dc=exanpl e, dc=com the key size is 10 bytes (the number of bytesin the RDN uid=user.0).
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» Estimated number of keys. This value corresponds to the maximum number of keys
you expect in your Directory Server. The number of keysis provided in the index-size
configuration property of the gl obal - at t ri but e-i ndex object when you configure an
attribute index. For the built-in RDN index, the configured number of keysis provided
intherdn-i ndex- si ze property. If you do not provide a value, the tool assumes that the
configured number of keysisthe same as the actual number of keys.

To Size the Global Index

* Runthegl obal -i ndex- si ze t0 estimate the size of two separate indexes, both with
10,000,000 keys but with differing average key sizes. The configured number of keysis
assumed to be equal to the actual number of keys:

$ bin/ gl obal -i ndex-si ze --nunKeys 10000000 \
--aver ageKeySi ze 11 --nunkKeys 10000000 \
--aver ageKeySi ze 15

Num Keys : Cfg. Num Keys : Avg. Key Size : Est. Menory Size

10000000 : 10000000 © 11 . 159 nb
10000000 : 10000000 . 15 © 197 nb

Priming the Global Indexes on Start Up

The Directory Proxy Server can prime the global indexes on startup from the backend directory
server or from a peer proxy server, preferably one that resides on the same LAN or subnet.
When priming occurs locally, you can avoid WAN bandwidth consumption and reduce the
processing load on the directory servers in the topology. Y ou can specify the data sources for the
index priming and the order in which priming from these sources occurs.

Usethepri ne-i ndex- sour ce property to specify the sources of data, either ds, fi | e or some
combination of the two. The order you specify is the order in which priming from these sources
will be attempted. For example, if you specify pri me-i ndex-source: fil e, ds, priming will

be performed from the gl obal - i ndex datafile created from the previous run of the directory
servers. With thefi | e, ds configuration, the contents of the global index are written to disk
periodicaly if, and only if, the entire global index has been primed previously from a directory
servers source either from startup or reloaded-index. Priming is most efficient if the source
server is on the same local network as the Directory Proxy Server.

To Configure All Indexes at Startup

The following example configures the entry-balancing request processor so that it primes the
global index from the persisted file, if present, or from an external directory servers source if
necessary.

* Runthedsconfi g tool to prime all indexes at startup.

$ bin/dsconfig set-request-processor-prop \
- - processor-nanme dc_exanpl e_dc_com eb-req- processor \
--set prine-all-indexes:true --set prinme-index-source:file \
--set prine-index-source:ds
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To Configure the Global Indexes Manually

If you do not want to configure priming during setup, you can configure index priming manually
by creating an external server, creating a global attribute index, and then changing the entry-
balancing request processor to load indexes from this external server.

1. Usethedsconfi g tool to create an external server of the type Ping Identity Directory Proxy
Server to represent a peer of the Directory Proxy Server.

$ bin/dsconfig create-external -server \
--server-nane intra-proxy-host. exanpl e. com 3389 \
--type PingDirectoryProxy-server \
--set server-host-nane:intra-proxy-host \
--set server-port:338 \
--set "bind-dn:cn=Directory Manager" \
--set "password: secret 123"

2. Createaglobal attribute index on the ui d attribute as follows:

$ bin/dsconfig create-global -attribute-index \
- - processor - name dc_exanpl e+dc+com eb-req- processor \
--index-name uid \

3. Change the entry-balancing request processor to load the indexes at startup from the peer
Directory Proxy Server using dsconfi g set - r equest - pr ocessor - pr op as described above.

To Persist the Global Index from a File

The Ping Identity Directory Proxy Server supports periodically persisting the global index to a
file and priming the global index from the persisted file when the server is restarted.

An Entry Balancing Reguest Processor can be configured to periodically persist the global index
to disk, so that when the Entry Balancing Request Processor is reinitialized (on startup), it can
prime the values from disk instead of putting load on the remote servers. Being able to read the
index from disk eliminates the load on backend Directory Server instances if many Ping | dentity
Directory Proxy Server instances were to come up at once.

An entry-balancing request processor can be configured to persist the global index to disk by
including fi | e asone of the primeindex sources (with the pri ne- i ndex- sour ce property). The
frequency at which the file iswritten is controlled by the per si st - gl obal -i ndex- f r equency

property.

The global index needs to be fully primed before it will be persisted. It can beinitially primed
using a peer Ping Identity Directory Proxy Server or from a backend Directory Server. On a
running Ping Identity Directory Proxy Server, when new global attribute indexes are added, the
global index can be primed with those attribute indexes by running the r ebui | d- i ndex tool. The
rebui | d-i ndex tool always uses aremote server for priming the global index eveniffileis
configured as a source). On subsequent restarts of the Ping Identity Directory Proxy Server, the
global index will be primed from the persisted file instead of going over the network to aremote
server, which alowsit to be primed much faster than if it were using aremote priming source.
Also, during server startup, the global index priming works by using each configured pr i me-

i ndex- sour ce property in the specified order until it isfully primed to take advantage of what is
available locally before contacting one or more remote servers.

e Thefollowing dsconfi g command prime al indexes at startup from afile.
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dsconfig -n set-request-processor-prop \
--processor-nanme entry-bal ancing \
--set prine-index-source:file \
--set prine-index-source:ds \
--set persist-global -index-frequency: 10s \
--set persist-global-index-directory:/servers/proxy-1/index-files \
--set prine-all-indexes:true

Priming or Reloading the Global Indexes from Sun Directory Servers

When priming or reloading a global index based on a Sun Directory Server environment,

the Sun servers may become overwhelmed and unresponsive because of their method of
streaming data. To reduce the impact of priming on these server, you can use the pri ne-

sear ch- ent ry- per - second property. To reduce the impact of reloading these indexes, use the
- - sear chEnt r yPer Second property of ther el oad- i ndex command. These properties control
the rate at which the Directory Proxy Server accepts search result entries from the backend
directory servers.

To find the optimum rate, start low and specify afew thousand search entries per second. Then
increase as necessary.

Working with Alternate Authorization Identities

Access control rulesin an entry-balanced deployment are configured in the Directory Server
backend servers and require access to the entry contents of the user issuing the request. This

can introduce a possibl e issue when clients to the Directory Proxy Server authenticate as users
whose entries are among the entry-balanced sets. If the server which is processing a request does
not contain the issuing user's entry, then the access control cannot be evaluated.

For example, consider a deployment that has two entry-balancing sets, set-01 and set-02. Set-01
has entries in the range ui d=0- 10000, while set-02 has entries for ui d=10001- 20000. The

client with ui d=5000 bindsto the Directory Proxy Server, which sends a BIND request to
entry-balancing set-01. Next, the client sends a SEARCH request with filter * (ui d=15000) .
The Directory Proxy Server determines that ui d=15000 lives on entry-balancing set-02. The
Directory Proxy Server then determines that the entry for the authenticated user with ui d=5000
does not exist in set-02 and that the access control handler would reject the SEARCH request
issued by an unknown user.
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One solution to this problem is to make use of an alternate authorization identity for the user,
which references an entry that existsin al Directory Serversin al backend sets and has an
equivalent set of access control rights as the authenticated user. The alternate authorization
identity is used when the Directory Proxy Server observes that the Directory Server processing a
reguest does not contain the entry of the user issuing the request.

The following sections cover the procedures to configure the alternate authorization identities
for the Directory Proxy Server.

About Alternate Authorization Identities

Whenever the Directory Proxy Server forwards a request to the backend set containing the user's
entry, it forwards the request with an authorization identity that reflects the user's actual identity,
since serversin that set already know about that user. However, when forwarding arequest to a
backend set that does not contain the user's entry, the Directory Proxy Server uses an alternate
authorization identity that reflects the generic user with the same set of rights as the actual user
issuing the request. Alternate authorization identities alow for the proper evaluation of access
control rules for users whose entries are not present within an entry-balanced dataset.

There are typically only afew different generic class of users from an access control
perspective, which can be placed in a portion of the DIT that is not below the entry-balancing
base DN and is replicated to all serversin the topology. For example, assume that you have
three classes of users: full administrators, password administrators, and normal users. Y ou could
create the following entries in the topology and assign them the appropriate access rights:

0 uid=normal user,dc=example,dc=com
0 uid=server-admin,dc=example,dc=com
0 uid=password-admin,dc=example,dc=com

Returning to the example scenario, the client with ui d=5000 binds to the Directory Proxy
Server, which sends a BIND request to entry-balancing set-01. Next, the client sends a
SEARCH request for ui d=15000. The Directory Proxy Server determines that ui d=15000 lives
on entry-balancing set-02. Next, the Directory Proxy Server then determines that the client
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ui d=5000 does not have an entry on entry-balancing set-02. The Directory Proxy Server uses
an alternate authorization identity that reflects the generic user, ui d=nor mal user, which has
the same set of rights as the client ui d=5000 who isissuing the request. The access control is
accepted and the SEARCH request returns a response for ui d=5000.

Whenever a user authenticates to the Directory Proxy Server, the server can keep track of which
backend set holds that user's entry and determine whether an alternate authorization identity is
required. The server can also determine which of these generic accounts best describes the rights

that the user should have.
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Figure 6: Alternate Authorization Identity Solves Access Control Issues in Entry-Balancing Deployments

When an alternate authorization identity isinvoked, you will see aut hzl D=' dn: ui d=nor nal
user, dc=exanpl e, dc=com in the server log, indicating that the alternate authorization identity
was used. For example, if theuser. 15000 isin adifferent backend set from user . 5000, the log
will show the following:

% bi n/| dapsearch -D "ui d=user. 5000, ou=peopl e, dc=exanpl e, dc=cont’ -w pasword \
-b ui d=user 15000, ou=peopl e, dc=exanpl e, dc=com " ( obj ect cl ass=*)"

[ 18/ Aug/ 2013: 11: 54: 35 -0500] SEARCH REQUEST conn=153 op=1 nsgl D=2

vi a="app='Di rectory- Proxy address='127.0.0.1'

aut hzl D=" dn: ui d=nor mal user, dc=exanpl e, dcoml sessi onl D=' conn=2'

request | D=" op=1'" base="ui d=user. 150000, ou=peopl e, dc=exanpl e, dc=conl scope=2
filter="(objectclass=*)" attrs="ALL"

[ 18/ Aug/ 2013: 11: 54: 35 -0500] SEARCH REQUEST conn=153 op=1 nsgl D=2 resul t Code=0
eti me=2. 038

entri esRet urned=1 aut hzDN="ui d=nor nmal - user, dc=exanpl e, dc=cont'
Configuring Alternate Authorization Identities
Alternate authorization identities are specified by the aut hz- at t ri but e property of the entry-

balancing request processor configuration object. By default, the aut hz- at t ri but e property has
the default value of ds- aut hz- map- t o- dn, which is an attribute reserved for this purpose.
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To Configure Alternate Authorization Identity DNs

If auser entry has avalue for ds- aut hz- map- t o- dn whether it's explicitly contained in the entry
or only present viaavirtual attribute, then that will be used to specify the alternate authorization
identity for the user. Otherwise, the default authorization identity (as indicated viathe aut hz- dn
configuration property) will be used to determine the alternate authorization identity.

1

Usedsconfi g to set the aut hz- dn property of the entry-balancing request processor
configuration. If any user among the balanced entries does not have an alternate authorization
identity defined, the Directory Proxy Server will use the value of the aut hz- dn property of
the entry-balancing request processor configuration.

$ bin/dsconfig set-request-processor-prop \
--processor-nanme dc_exanpl e_dc_com eb-reg- processor \
--set "aut hz-dn: ui d=normal user, dc=exanpl e, dc=cont

Create an auxiliary object class containing ds- aut hz- map-t o- dn as an allowed attribute.
Add the auxiliary object class value to all user entries of interest.

Then, add the following attribute value to aser ver - adni n user.

ds- aut hz- map-t o-dn: ui d=server-adm n, dc=exanpl e, dc=com
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Chapter
7 Managing Entry-Balancing Replication

Replication in the Ping Identity Directory Proxy Server synchronizes directory data between all
serversin the topology. In a deployment using the entry-balancing feature, however, directory
data under the entry-balancing point is split into multiple data sets. Each data set is replicated
to ensure high availability between a subset of the serversin the topology. Other directory data,
such as the schema or data above the entry-balancing point, is replicated between al serversin
the topology.

This chapter presents the following information about replication in an entry-balancing
environment:

Topics:

« Overview of Replication in an Entry-Balancing Environment

* Replication Prerequisites in an Entry-Balancing Deployment

e About the --restricted Argument of the dsreplication Command-Line Tool
» Checking the Status of Replication in an Entry-Balancing Deployment

« Example of Configuring Entry-Balancing Replication
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Overview of Replication in an Entry-Balancing
Environment

In an entry-balanced deployment, some data is replicated everywhere, such as the schema, the
server registry, and other shared data, and some datais replicated only on certain servers. A
replication domain contains all of the serversin areplicated topology and shares a schema. The
replication domain is associated with the base DN and must be abase DN of a backend.

By default, replication propagates updates to all replication serversin the topology. Updates

to data under the entry-balancing point, however, must be replicated only among server
instances in the same data set. Replication requires that, in such deployments, the Directory
Server is configured with areplication set name global configuration property, and two
backends. One backend has abase DN that is replicated globally (such as dc=exanpl e, dc=com)
and the second backend has a base DN associated with the entry-balancing point (such as
ou=peopl e, dc=exanpl e, dc=com).

dc=example,dc=com

ou=people,dc=example,dc=com

dataSet
backend

DIT

Figure 7: Global and Restricted Backends

If adata set nameis not defined when you set up the Directory Proxy Server, one will be
provided by default. The proper configuration of an entry-balancing environment requires
coordination between the Directory Server and Directory Proxy Server. Once replication
is enabled, the replication domain may be designated as the domain participating in entry
balancing.

Review the PingData Directory Server Administration Guide for more details about replication,
managing the replication topology, and working with multiple backends.

Replication Prerequisites in an Entry-Balancing
Deployment

Replication in an entry-balanced deployment requires the following:
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» Multiplelocal DB backends. When you set up the Directory Server instances, you need two
backends, a global backend for globally replicated data, such asuser Root , and a backend for
the balancing point base DN, dat aSet . Both backends need to be enabled for replication and
initialized separately.

* Replication set name. Every Directory Server in your replicated topology must have a
replication set name. This replication set name coordinates the Directory Proxy Server and
the Directory Server. The restricted domain is only replicated within instances using the same
replication set name.

« Multiple Directory Proxy Server subtree views. The entry-balanced proxy configuration
relies on multiple subtree views, one for the globally replicated base DN and one for the
entry-balancing point base DN. The globally replicated base DN will have a proxying request
processor associated with it. The restricted base DN will have an entry-balancing request
processor associated with it. This configuration is best achieved using thecreate-initi al -
pr oxy- conf i g tool after running setup.

About the --restricted Argument of the dsreplication
Command-Line Tool

When enabling replication for a server that takes part in an entry balanced environment, it is
recommended that the multiple domains involved are enabled at the same time. There is a global
domain, and arestricted domain, where the restricted domain represents the entry-balancing
point. Each base DN is defined in a separate Local DB Backend. The dsr epl i cati on CLI tool
hasa--restricted argument that is used to specify which base DN is considered an entry-
balancing point.

To Use the --restricted Argument of the dsreplication Command-Line Tool

* Rundsreplication to enable replication between two servers with entry balancing.
* You can run the command in non-interactive mode as follows:

$ bin/dsreplication enable --hostl host1. exanple.com\
--portl 1389 --bindDNl1 "cn=Directory Manager" \
--bi ndPasswordl secret --replicationPortl 8989 \
--host 2 host 2. exanpl e. com --port2 2389 \
--bindDN2 "cn=Directory Manager" --bindPassword2 secret \
--replicationPort2 8989 --baseDN dc=exanpl e, dc=com \
- - baseDN ou=peopl e, dc=exanpl e, dc=com \
--restricted ou=peopl e, dc=exanpl e, dc=com
» Alternatively, you can enable replication using the interactive command line, making
sure to specify that an entry balancing is being used and specifying the base DN of the
entry-balancing point. After entering dsr epl i cat i on and entering the LDAP connection

parameters, follow the prompts presented.

You nust choose at |east one base DN to be replicated.

Repl i cate base DN dc=exanpl e, dc=con®? (yes / no) [yes]: yes

Repl i cate base DN ou=peopl e, dc=exanpl e, dc=con? (yes / no) [yes]: yes

Do you plan to configure entry bal ancing using the Directory Proxy Server? (yes /
no) [no]: yes
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I s dc=exanpl e, dc=com an entry-bal anci ng point? (yes / no) [no]: no

I s ou=peopl e, dc=exanpl e, dc=com an entry-bal ancing point? (yes / no) [no]: yes

Checking the Status of Replication in an Entry-Balancing
Deployment

You can usethedsrepl i cati on status tool to check the status of an entry-balancing
deployment. In this example, the ou=peopl e, dc=exanpl e, dc=comsubtree is entry-balanced.
The datais split into two sets, set 1 and set 2. The servershost 1 and host 2 are in replication set
set 1 and servershost 3 and host 4 arein replication set set 2.

To Check the Status of Replication in an Entry-Balancing Deployment

e Runthedsreplication command to get a status of replication in the entry-balancing
deployment. To view a specific set, use the - - set Nane option to see only the specific
replication set; otherwise, al of the setswill be displayed by default.

$ bin/dsreplication status --hostnane host1. exanpl e.com\
--port 1389 --adm nU D adm n --adm nPassword secret

-=- Replication Status for dcsexample,dcs=com: Enabled ---
Server : Entries: Replication Backlog: Oldest Backlog Change Age : Port :Security

austinl.example.com:138% : 1000 : 0 : N/A : 8989 : Enabled
austinl.example.com:2389 : 1000 : 0 : N/A : 8989 : Enabled
newyorkl.example.com:3389: 1000 : 0 : /A : 8989 : Enabled
newyork2.example.com:4389: 1000 : 0 : /A : 8989 : Enabled

== Replication Status for ouspecple,dcs example,dcscom (Set: setl): Enabled --

Server t Entries: Replication Backlog: Oldest Backlog Change Age : Port :Security
—————————— T R et L e e e
austinl.example.com:1389 : 1000000 : O : N/A : 8989 : Enabled
austin2.example.com:2389 : 1000000 : O : N/A : 8989 : Enabled

---Replication Status for ouspeocple,dcs example,dcscom (Set: set2): Enabled ---

Server : Entries: Replication Backlog: Oldest Backlog Change Age : Port :Security
newyorkl.example.com:3389 : 1000000 : © : N/A : 8989 : Enabled
newyorkZ.example.com:4389 : 1000000 : 0 : N/A : 8989 : Enabled

Example of Configuring Entry-Balancing Replication

This section describes how to set up afour-server replication topology that uses entry balancing
to distribute entries across the servers. The procedure assumes that none of the servers have
participated in any previous replication topology. Thisis supported for one or multiple entry
balancing domains.
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Assumptions

The example uses the LDAP (389) and replication (8989) ports respectively. It configures the
following hosts:

austinl.example.com
newyorkl.example.com
austin2.example.com
newyork2.example.com

O o o o

In this example, we have aglobal domain of dc=exanpl e, dc=com which is replicated across
al servers. The data below the entry-balancing point of ou=peopl e, dc=exanpl e, dc=comis
distributed across two data sets, dataSet1 and dataSet2. Each data set is replicated between two
directory servers. Each of these serversis associated with one of two locations, Austin and New
York.

Configuration Summary

To configure replication in an entry-balanced deployment, you must do the following:

« Install two directory serversin an Austin location and two directory serversin aNew Y ork
location.

» Create anew backend, called dat aset , to store the entry-balancing data set.

» Define entry-balancing set names dat aSet 1 and dat aSet 2 for assignment to the
replication-set - name Global Configuration Property of the Directory Server instances.

« Import the data representing the global domain, stored in userRoot, into a server. Choose a
server for each of the entry-balancing data sets, both stored in the backend named dat aset .

» Enablereplication and initialize remaining servers.
» Configure the proxies.

» Check the status of replication.

To Install the Directory Server

First, install the Directory Server instances. In this example, weinstall the following four
servers, two in the Austin location and two in the New Y ork location:

austinl.example.com
austin2.example.com
newyorkl.example.com
newyork2.example.com

I B By |

1. Weinstall the first server, austinl, asfollows:

root @wustinl# ./setup --cli --baseDN dc=exanpl e, dc=com \
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--l dapPort 389 --rootUserDN "cn=Directory Manager" \
--root User Password pass --no-pronpt --acceptLicense

Install the second Austin server, austin2, in the same way:

root @ustin2 # ./setup --cli --baseDN dc=exanpl e, dc=com \
--ldapPort 389 --rootUserDN "cn=Directory Manager" \
--root User Password pass --no-pronpt --acceptLicense

Next, install the two New Y ork servers, newyorkl and newyork?2, as follows:

root @ewyor kl# ./setup --cli --baseDN dc=exanpl e, dc=com \
--l dapPort 389 --rootUserDN "cn=Directory Manager" \
--root User Password pass --no-pronpt --acceptLicense

root @ewyork# ./setup --cli --baseDN dc=exanpl e, dc=com \
--1dapPort 389 --rootUserDN "cn=Directory Manager" \
--root User Password pass --no-pronpt --acceptLicense

To Create the Database Backends and Define the Replication Set Name

1

On all servers, create the dataset backend as follows:

./ bin/dsconfig --no-pronpt create-backend \
- -backend- nane dataset --type local-db --set enabl ed:true \
--set base-dn: ou=peopl e, dc=exanpl e, dc=com

Set the replication set name for aust i n1. exanpl e. comand newyor k1. exanpl e. comto
dataset1:

./ bin/dsconfig --no-pronpt \
set - gl obal - confi guration-prop \
--set replication-set-nane: datasetl1

Set the replication set name for aust i n2. exanpl e. comand newyor k1. exanpl e. conto
dataset2:

./ bin/dsconfig --no-pronpt \
set - gl obal - confi guration-prop \
--set replication-set-nane: dat aset 2

To Create and Set the Locations

1.

On the Austin servers, create the two locations, newyork and austin, and set the location of
this instance to austin:
./ bin/dsconfig --no-pronpt create-location --location-nane austin

./ bin/dsconfig --no-pronpt create-location --location-nanme newyork \
--set preferred-failover-location:austin

./ bin/dsconfig --no-pronpt set-location-prop --1ocation-nane austin \
--add preferred-failover-1ocation: nework

./ bin/dsconfig --no-pronpt set-global-configuration-prop \
--set location:austin

For the New Y ork servers, set the location to newyork:

./ bin/dsconfig --no-pronpt create-location \
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--location-nane austin

./ bin/dsconfig --no-pronpt create-location \
--l ocation-name newyork \
--set preferred-failover-location:austin

./ bin/dsconfig --no-pronpt set-location-prop \
--location-name austin \
--add preferred-failover-1|ocation: nework

./ bin/dsconfig --no-pronpt set-global-configuration-prop \
--set |ocation: nework

To Import the Entries

We import the userRoot data, based on data defined in the user Root . 1 di  file, into
one server. Thisfile does not contain entries at or within the entry-balancing point,
ou=peopl e, dc=exanpl e, dc=com

1. Usetheinport-Idif command to import the userRoot data.

root @ustinl# ./bin/inport-1dif --backendl D userRoot \
--ldifFile /data/userRoot.|dif \

--incl udeBranch dc=exanpl e, dc=com \

--rejectFile /data/austinl-inport-rejects \

--port 389

--host name austinl. exanpl e. com

2. Import the dataSet1 data on one server into the dataset backend, which is assigned the
dataSetl repl i cati on- set - nane.

root @ustinl# ./bin/inport-1dif --backendl D dataset \
--1difFile /data/dataset1.1dif \

--incl udeBranch ou=peopl e, dc=exanpl e, dc=com \
--rejectFile /data/austinl-dataset-inport-rejects \
--hostnane austinl. exanpl e.com --port 389

3. Import the dataSet2 data on one server into the dataset backend, which is assigned the
dataSet2 r epl i cati on- set - nane.

root @ustin2# ./bin/inport-1dif --backendl D dataset \
--1difFile /data/dataset2.1dif \

--incl udeBranch ou=peopl e, dc=exanpl e, dc=com \
--rejectFile /data/austin2-dataset-inport-rejects \
--host name austin2. exanpl e.com --port 389

To Enable Replication in an Entry-Balancing Deployment

Now we can enable replication between the servers and initialize the remaining servers without
data. Notice that we specify the--rest ri ct ed domain in the dsr epl i cati on command.

1. Rundsreplication enabl e to enable the serversin the topology. The first invocation of
this command creates the admin account.

root @ustinl# ./bin/dsreplication enable \

--host1 austinl. exanpl e.com\

--portl 389 --bindDN1 "cn=directory manager" \

- - bi ndPasswor d1 pass --host2 austin2.exanple.com\
--port2 389 --bindDN2 "cn=directory manager" \

- - bi ndPasswor d2 pass \

--replicationPortl 8989 \

--replicationPort2 8989 \

- - baseDN dc=exanpl e, dc=com \
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- - baseDN ou=peopl e, dc=exanpl e, dc=com \
--restricted ou=peopl e, dc=exanpl e, dc=com \

--adm nUI D adm n --adm nPassword pass --trustAll \
- - no- pr onpt

. Enable replication between austinl and newyork1. This procedure automatically enables

replication between austin2 and newyork1 as well.

root @ustinl# ./bin/dsreplication enable \

--host1 austinl. exanpl e.com\

--portl 389 --bindDN1 "cn=directory manager" \

- - bi ndPasswor d1 pass --host2 newyorkl. exanpl e. com\
--port2 389 --bindDN2 "cn=directory nmanager" \

- - bi ndPasswor d2 pass \

--replicationPortl 8989 \

--replicationPort2 8989 \

- -baseDN dc=exanpl e, dc=com \

- - baseDN ou=peopl e, dc=exanpl e, dc=com \
--restricted ou=peopl e, dc=exanpl e, dc=com \

--adm nUI D adm n --adm nPassword pass --trustAll \
- - no- pr onpt

. Enable replication between austinl and newyork2. Thiswill complete the entry-balancing

replication setup.

root @ustinl# ./bin/dsreplication enable \
--host1 austinl. exanpl e.com\
--portl 389 --bindDN1 "cn=directory manager" \
- - bi ndPasswor d1 pass --host2 newyork2. exanpl e. com\
--port2 389 --bindDN2 "cn=directory nmanager" \
- - bi ndPasswor d2 pass \
--replicationPortl 8989 \
--replicationPort2 8989 \
- -baseDN dc=exanpl e, dc=com \
- - baseDN ou=peopl e, dc=exanpl e, dc=com \
--restricted ou=peopl e, dc=exanpl e, dc=com \
--adm nUI D adm n --adm nPassword pass --trustAll \

- - no- pr onpt

. Initialize the remaining servers without data. The global domain, dc=exanpl e, dc=comneeds

to beinitialized on austin2, newyorkl and newyork2. The ou=peopl e, dc=exanpl e, dc=com
entry-balancing domain needsto be initialized from austinl to newyork2, and then again
from austin2 to newyork2. We will combine these steps by initializing both domains with
one invocation once austin2 isinitialized with the global domain.

root @ustinl# ./bin/dsreplication initialize \
--host Source austinl. exanpl e.com --port Source 389 \
--host Desti nati on austin2. exanpl e. com\
--portDestination 389 --adm nU D adnmin \
--adm nPassword password \
- -baseDN dc=exanpl e, dc=com \

- - no- pr onpt

root @ustinl# ./bin/dsreplication initialize \
--host Sour ce austinl. exanpl e.com --port Source 389 \
--host Desti nati on newyor k1. exanpl e. com \
--portDestination 389 --adm nU D adm n \
--adm nPasswor d password \
- -baseDN dc=exanpl e, dc=com \
- - baseDN ou=peopl e, dc=exanpl e, dc=com \
- - no- pr onpt

root @ustin2# ./bin/dsreplication initialize \
- -host Sour ce austin2. exanpl e.com --port Source 389 \
--host Desti nati on newyor k2. exanpl e. com \
--portDestination 389 --adm nU D adm n \
--adm nPasswor d password \
- -baseDN dc=exanpl e, dc=com \
- - baseDN ou=peopl e, dc=exanpl e, dc=com \
- - no- pr onpt
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To Check the Status of Replication

Once replication has been configured, check the status of the replication topology using the
dsreplication status command.

* Runthedsreplication status command to check its status.

root @ustinl# ./bin/dsreplication status \
--adm nPassword pass --no-pronpt --port 389
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Chapter
8 Managing the Directory Proxy Server

Once you have configured the Ping Identity Directory Proxy Server, you can manage the day-
to-day operations of your deployment using the monitoring and logging features. This chapter
provides procedures to help you configure logging and monitor your deployment.

This chapter includes the following sections:

Topics:

e Managing Logs

* Types of Log Publishers

* Creating New Log Publishers

e About Log Compression

* About Log Signing

» Configuring Log Rotation

e Configuring Log Rotation Listeners

« Configuring Log Retention

e Setting Resource Limits

* Monitoring the Directory Proxy Server

e Using the Monitoring Interfaces

e Monitoring with IMX

*  Monitoring over LDAP

* Monitoring Using the LDAP SDK

e Monitoring Using SNMP

» Profiling Server Performance Using the Stats Logger
*  Working with Alarms, Alerts, and Gauges
*  Working with Administrative Alert Handlers
*  Working with Virtual Attributes

» About the Server SDK
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Managing Logs

The Directory Proxy Server provides a number of different types of log publishers that can be
used to provide information about how the server is processing.

About the Default Logs

You can view all logsinthe Pi nghi r ect or yPr oxy/ | ogs directory. This section provides
information about the following default logs:

Error Log

server.out Log

Debug Log

Config Audit Log and the Configuration Archive
AccessLog

Setup Log

Tool Log

LDAP SDK Debug Log

O oooooo o

Error Log

By default, thislog fileisavailable at | ogs/ er r or s below the server install root and it provides
information about warnings, errors, and other significant events that occur within the server.

A number of messages are written to this file on startup and shutdown, but while the server is
running thereis normally little information written to it. In the event that a problem does occur,
however, the server writes information about that problem to thisfile.

The following is an example of a message that might be written to the error log:

[11/ Apr/2011: 10: 31: 53. 783 -0500] cat egor y=CORE severity=NOTl CE nsgl D=458887 nsg="The
Directory Server has started successfully"

The category field provides information about the area of the server from which the message
was generated. Available categoriesinclude:

ACCESS_CONTROL, ADMIN, ADMIN_TOOL, BACKEND, CONFIG, CORE,
DSCONFIG, EXTENSIONS, PROTOCOL, SCHEMA, JEB, SYNC, LOG, PLUGIN, PROXY,
QUICKSETUP, REPLICATION, RUNTIME_INFORMATION, TASK, THIRD_PARTY,
TOOLS, USER_DEFINED, UTIL, VERSION.

The severity field provides information about how severe the server considers the problem to be.
Available severitiesinclude:

» DEBUG — Used for messages that provide verbose debugging information and do not
indicate any kind of problem. Note that this severity level israrely used for error logging, as
the Directory Proxy Server provides a separate debug logging facility as described below.
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 INFORMATION — Used for informational messages that can be useful from time to time
but are not normally something that administrators need to see.

* MILD_WARNING —Used for problems that the server detects, which can indicate
something unusual occurred, but the warning does not prevent the server from completing
the task it was working on. These warnings are not normally something that should be of
concern to administrators.

e MILD_ERROR —Used for problems detected by the server that prevented it from
completing some processing normally but that are not considered to be a significant problem
requiring administrative action.

* NOTICE — Used for information messages about significant events that occur within the
server and are considered important enough to warrant making available to administrators
under normal conditions.

« SEVERE_WARNING — Used for problems that the server detects that might lead to bigger
problemsin the future and should be addressed by administrators.

« SEVERE ERROR —Used for significant problems that have prevented the server from
successfully completing processing and are considered important.

* FATAL_ERROR —Used for critical problems that arise which might leave the server
unable to continue processing operations normally.

The messages written to the error log may be filtered based on their severitiesin two ways. First,
the error log publisher hasadef aul t - severi ty property, which may be used to specify the
severity of messages logged regardless of their category. By default, thisincludes the NOTICE,
SEVERE_WARNING, SEVERE ERROR, and FATAL ERROR severities.

Y ou can override these severities on a per-category basis using the over ri de- severity
property. If this property is used, then each value should consist of a category name followed
by an equal sign and a comma-delimited set of severities that should be logged for messagesin
that category. For example, the following override severity would enable logging at all severity
levelsin the PROTOCOL category:

pr ot ocol =debug, i nf ormati on, m | d-war ni ng, m | d-error, noti ce, sever e-war ni ng, sever e-
error,fatal-error

Note that for the purposes of this configuration property, any underscoresin category or
severity names should be replaced with dashes. Also, severities are not inherently hierarchical,
so enabling the DEBUG severity for a category will not automatically enable logging at the
INFORMATION, MILD _WARNING, or MILD_ERROR severities.

The error log configuration may be altered on the fly using tools like dsconf i g, the
Administrative Console, or the LDIF connection handler, and changes will take effect
immediately. Y ou can configure multiple error logs that are active in the server at the same time,
writing to different log files with different configurations. For example, a new error logger may
be activated with a different set of default severities to debug a short-term problem, and then
that logger may be removed once the problem is resolved, so that the normal error log does not
contain any of the more verbose information.
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server.out Log

Theserver. out file holds any information written to standard output or standard error while
the server isrunning. Normally, it includes a number of messages written at startup and
shutdown, as well as information about any administrative alerts generated while the server is
running. In most cases, thisinformation is also written to the error log. The ser ver . out file
can also contain output generated by the VM. For example, if garbage collection debugging
isenabled, or if astack traceisrequested via"kill -QUIT" as described in alater section, then
output is written to thisfile.

Debug Log

The debug log provides a means of obtaining information that can be used for troubleshooting
problems but is not necessary or desirable to have available while the server is functioning
normally. Asaresult, the debug log is disabled by default, but it can be enabled and configured
at any time.

Some of the most notable configuration properties for the debug log publisher include:
» enabled — Indicates whether debug logging is enabled. By default, it is disabled.

* log-file— Specifiesthe path to the file to be written. By default, debug messages are written
tothel ogs/ debug file.

» default-debug-level — Specifies the minimum log level for debug messages that should
be written. The default value is " error,” which only provides information about errors that
occur during processing (for example, exception stack traces). Other supported debug levels
include warning, info, and verbose. Note that unlike error log severities, the debug log levels
are hierarchical. Configuring a specified debug level enables any debugging at any higher
levels. For example, configuring the info debug level automatically enables the warning and
error levels.

» default-debug-category — Specifies the categories for debug messages that should be
written. Some of the most useful categories include caught (provides information and stack
traces for any exceptions caught during processing), database-access (provides information
about operations performed in the underlying database), protocol (provides information about
ASN.1 and LDAP communication performed by the server), and data (provides information
about raw data read from or written to clients).

Aswith the error and access logs, multiple debug loggers can be active in the server at any time
with different configurations and log files to help isolate information that might be relevant to a
particular problem.

Note: Enabling one or more debug loggers can have a significant impact
L on server performance. We recommend that debug loggers be enabled only
- when necessary, and then be scoped so that only pertinent debug information
is recorded.
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Debug targets can be used to further pare down the set of messages generated. For example,
you can specify that the debug logs be generated only within a specific class or package. If you
need to enabl e the debug logger, you should work with your authorized support provider to best
configure the debug target and interpret the output.

Audit log

The audit log is a specialized version of the access log, used for troubleshooting problems that
may occur in the course of processing. The log records all changes to directory datain LDIF
format so that administrators can quickly diagnose the changes an application made to the data
or replay the changes to another server for testing purposes.

The audit log does not record authentication attempts but can be used in conjunction with the
access |og to troubleshoot security-related issues. The audit log is disabled by default because it
does adversely impact the server’ s write performance.

By default, if you enable the audit log on the Directory Proxy Server, the user Passwor d and
aut hPasswor d attribute values are obscured, Each value of an obscured attribute is replaced in
the audit log with astring of the form " ***** OBSCURED VALUE *****" Y ou can unobscure
these attributes by deleting them from the obscur e- at t ri but e property.

Config Audit Log and the Configuration Archive

The configuration audit log provides arecord of any changes made to the server configuration
while the server isonline. Thisinformation iswritten to the | ogs/ confi g-audi t . | og file and
provides information about the configuration change in the form that may be used to perform the
operation in a non-interactive manner with the dsconfi g command. Other information written
for each change includes:

» Timethat the configuration change was made.

» Connection ID and operation ID for the corresponding change, which can be used to
correlate it with information in the access log.

» DN of the user requesting the configuration change and the method by which that user
authenticated to the server.

» Source and destination addresses of the client connection.

» Command that can be used to undo the change and revert to the previous configuration for
the associated configuration object.

In addition to information about the individual changes that are made to the configuration,

the Directory Proxy Server maintains complete copies of all previous configurations. These
configurations are provided in the conf i g/ ar chi ved- conf i gs directory and are gzip-
compressed copies of theconfi g/ confi g. 1 di f filein use before the configuration change was
made. The filenames contain time stamps that indicate when that configuration was first used.
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Access and Audit Log

The access |og provides information about operations processed within the server. The default
access log fileiswritten to | ogs/ access, but multiple access loggers can be active at the same
time, each writing to different log files and using different configurations.

By default, a single access log message is generated, which combines the elements of request,
forward, and result messages. If an error is encountered while attempting to process the request,
then one or more forward-failed messages may also be generated.

[01/Jun/2011: 11:10: 19. 692 -0500] CONNECT conn=49 from="127.0.0.1" to="127.0.0.1"
prot ocol ="LDAP+TLS" cl i ent Connecti onPol i cy="defaul t"
[01/Jun/2011: 11: 10: 19. 764 -0500] BI ND RESULT conn=49 op=0 nsgl D=1 version="3"
dn="cn=Directory Manager" aut hType="SI MPLE" resul t Code=0 eti me=0. 401
aut hDN="cn=Di rect ory Manager, cn=Root DNs, cn=confi g" client Connecti onPol i cy="defaul t"
[01/Jun/2011: 11: 10: 19. 769 -0500] SEARCH RESULT conn=49 op=1 nsgl D=2
base="ou=Peopl e, dc=exanpl e, dc=conl’ scope=2 filter="(uid=1)" attrs="ALL"
resul t Code=0 etine=0.549 entriesReturned=1
[01/Jun/2011: 11: 10: 19. 788 -0500] DI SCONNECT conn=49 reason="Cient Unbi nd"

Each log message includes a timestamp indicating when it was written, followed by the
operation type, the connection ID (which isused for al operations processed on the same client
connection), the operation 1D (which can be used to correlate the request and response log
messages for the operation), and the message ID used in LDAP messages for this operation.

The remaining content for access log messages varies based on the type of operation being
processed, and whether it is arequest or aresult message. Request messages generally include
the most pertinent information from the request, but generally omit information that is sensi-
tive or not useful.

Result messagesinclude ar esul t Code element that indicates whether the operation was
successful or if failed and an et i me element that indicates the length of time in milliseconds
that the server spent processing the operation. Other elements that might be present include the
following:

« origin=replication — Operation that was processed as aresult of data synchronization (for
example, replication) rather than a request received directly from aclient.

» message — Text that wasincluded in the di agnost i cMessage field of the response sent to the
client.

» additionall nfo — Additional information about the operation that was not included in the
response sent back to the client.

« authDN — DN of the user that authenticated to the server (typically only included in bind
result messages).

» authzDN — DN of an alternate authorization identify used when processing the operation (for
example, if the proxied authorization control was included in the request).

» authFailurel D — Unique identifier associated with the authentication failure reason (only
included in non-successful bind result messages).
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» authFailureReason — Information about the reason that a bind operation failed that might
be useful to administrators but was not included in the response to the client for security
reasons.

* responseOID — OID included in an extended response returned to the client.
» entriesReturned — Number of matching entries returned to the client for a search operation.

» unindexed=true — Indicates that the associated search operation could not be sufficiently
processed using server indexes and a significant traversal through the database was required.

Note that thisis not an exhaustive list, and elements that are not listed here may also be present
in access log messages. The Commercial Edition of the LDAP SDK provides an API for parsing
access log messages and provides access to al elements that they may contain.

The Directory Proxy Server provides a second access log implementation called the audit log,
which is used to provide detailed information about write operations (add, delete, modify, and
modify DN) processed within the server. If the audit log is enabled, the entire content of the
change is written to the audit log file (which defaults to | ogs/ audi t ) in LDIF form.

The Ping Identity Directory Proxy Server also provides avery rich classification system that can
be used to filter the content for access log files. This can be helpful when debugging problems
with client applications, because it can restrict log information to operations processed only by
aparticular application (for example, based on IP address and/or authentication DN), only failed
operations, or only operations taking a long time to complete, etc.

Setup Log

The set up tool writes alog file providing information about the processing that it performs. By
default, thislog file iswrittento | ogs/ set up. | og although a different name may be used if a
file with that name already exists, because the set up tool has already been run. The full path to
the setup log file is provided when the set up tool has completed.

Tool Log

Many of the administrative tools provided with the Directory Proxy Server (for example,

i mport-1dif,export-ldif,backup,restore, €fc.) can take asignificant length of timeto
complete write information to standard output or standard error or both while the tool is running.
They aso write additional output to filesinthel ogs/ t ool s directory (for example, logs/

tools import-Idif.log). The information written to these log files can be useful for diagnosing
problems encountered while they were running. When running viathe server tasks interface, log
messages generated while the task is running may alternately be written to the server error log
file.

LDAP SDK Debug Log

Thislog can be used to help examine the communication between the Directory Server and the
Directory Proxy Server. It contains information about exceptions that occur during processing,
problems establishing and terminating network connections, and problems that occur during
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the reading and writing of LDAP messages and LDIF entries. Y ou can configure the types

of debugging that should be enabled, the debug level that should be used, and whether debug
messages should include stack traces. Asfor other file-based loggers, you can also specify the
rotation and retention policies.

Types of Log Publishers

The Ping |dentity Directory Proxy Server provides a number of differently types of loggers that
can be used to get processing information about the server. There are three primary types of
loggers:

» Access logger s provide information about operations processed within the server. They can
be used for understanding the operations performed by clients and debugging problems with
directory-enabled applications, and they can also be used for collecting usage information for
performance and capacity planning purposes.

» Error logger s provide information about warnings, errors, or significant events that occur
within the server.

» Debug logger s can provide detailed information about processing performed by the server,
including any exceptions caught during processing, detailed information about data read from
or written to clients, and accesses to the underlying database.

By default, the following log publishers are enabled on the system:

0 File-based access logger
O File-based error logger
O Failed-operations access logger

The Ping Identity Directory Proxy Server also provides the follow log publishersthat are
disabled by default:

File-based debug logger

File-based audit logger

Expensive operations access logger

Successful searches with no entries returned access logger

O o o o

Creating New Log Publishers

The Ping Identity Directory Proxy Server provides customization options to help you create
your own log publishers with the dsconf i g command.

When you create a new log publisher, you must aso configure the log retention and rotation
policiesfor each new publisher. For more information, see Configuring Log Rotation and
Configuring Log Retention.
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To Create a New Log Publisher

1. Usethedsconfi g command in non-interactive mode to create and configure the new log
publisher. This example shows how to create alogger that only logs disconnect operations.

$ bin/dsconfig create-Ilog-publisher \
--type fil e-based-access --publisher-nanme "Di sconnect Logger" \
--set enabl ed:true \
--set "rotation-policy:24 Hours Tinme Limt Rotation Policy" \
--set "rotation-policy:Size Limt Rotation Policy" \
--set "retention-policy:File Count Retention Policy" \
--set | og-connects:false \
--set log-requests:false --set log-results:false \
--set log-file:logs/disconnect.|og

Note: To configure compression on the logger, add the option to the
previous command:

--set conpression-nmechani sm gzip

Compression cannot be disabled or turned off once configured for

the logger. Therefore, careful planning is required to determine your
logging requirements including log rotation and retention with regards to
compressed logs.

2. If needed, view log publishers with the following command:

$ bin/dsconfig |ist-I|og-publishers

To Create a Log Publisher Using dsconfig Interactive Command-Line Mode
1. Onthe command line, typebi n/ dsconfi g.
2. Authenticate to the server by following the prompts.
3. Onthe main menu, select the option to configure the log publisher.
4. Onthe L og Publisher menu, select the option to create a new log publisher.
5. Select the Log Publisher type. In this case, select File-Based Access L og Publisher.
6. Typeaname for the log publisher.
7. Enableit.

8. Typethe path to thelog file, relative to the Directory Proxy Server root. For example, | ogs/
di sconnect . | og.

9. Select the rotation policy to use for thislog publisher.

10.Select the retention policy to use for thislog publisher.

193



Managing the Directory Proxy Server

11.0n the Log Publisher Properties menu, select the option for | og- connect s: f al se, | og-
di sconnects:true, | og-requests: fal se,and| og-resul ts: fal se.

12.Typeft to apply the changes.

About Log Compression

The Directory Proxy Server supports the ability to compress log files as they are written. This
feature can significantly increase the amount of data that can be stored in a given amount of
space, so that log information can be kept for alonger period of time.

Because of the inherent problems with mixing compressed and uncompressed data, compression
can only be enabled at the time the logger is created. Compression cannot be turned on or off
once the logger is configured. Further, because of problemsin trying to append to an existing
compressed file, if the server encounters an existing log file at startup, it will rotate that file and
begin anew one rather than attempting to append to the previousfile.

Compression is performed using the standard gzip algorithm, so compressed log files can be
accessed using readily-available tools. The surmar i ze- access- 1 og tool can also work directly
on compressed log files, rather than requiring them to be uncompressed first. However, because
it can be useful to have a small amount of uncompressed log data available for troubleshooting
purposes, administrators using compressed logging may wish to have a second logger defined
that does not use compression and has rotation and retention policies that will minimize the
amount of space consumed by those logs, while still making them useful for diagnostic purposes
without the need to uncompress the files before examining them.

Y ou can configure compression by setting the conpr essi on- mechani smproperty to have the
value of "gzip" when creating a new logger.

About Log Signing

The Directory Proxy Server supports the ability to cryptographically sign alog to ensure that

it has not been modified in any way. For example, financial institutions require audit logs for

all transactions to check for correctness. Tamper-proof files are therefore needed to ensure that
these transactions can be propertly validated and ensure that they have not been modified by any
third-party entity or internally by unscrupulous employees. Y ou can use the dsconf i g tool to
enable the si gn- | og property on aLog Publisher to turn on cryptographic signing.

When enabling signing for alogger that already exists and was enabled without signing, the first
log file will not be completely verifiable because it still contains unsigned content from before
signing was enabled. Only log files whose entire content was written with signing enabled will
be considered completely valid. For the same reason, if alog fileis still open for writing, then
signature validation will not indicate that the log is completely valid because the log will not
include the necessary "end signed content” indicator at the end of thefile.

To validate log file signatures, use theval i dat e-fi | e- si gnat ur e tool provided in the bi n
directory of the server (or thebat directory for Windows systems).
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Once you have enabled this property, you must disable and then re-enable the Log Publisher for
the changes to take effect.

To Configure Log Signing
1. Usedsconfi g to enablelog signing for aLog Publisher. In this example, set the si gn- 1 og
property on the File-based Audit Log Publisher.
$ bin/dsconfig set-log-publisher-prop --publisher-name "Fil e-Based Audit Logger" \
--set sign-log:true
2. Disable and then re-enable the Log Publisher for the change to take effect.

$ bin/dsconfig set-I|og-publisher-prop --publisher-nanme "Fil e-Based Audit Logger" \
--set enabl ed: fal se

$ bin/dsconfig set-1og-publisher-prop --publisher-name "Fil e-Based Audit Logger" \
--set enabl ed: true

To Validate a Signed File

The Directory Proxy Server providesatool, val i dat e-fi | e-si gnat ur e, that checksif afile
has not been tampered with in any way.

* Runthevalidate-file-signature tool to check if asigned file has been tampered with.
For this example, assume that the si gn- 1 og property was enabled for the File-Based Audit
Log Publisher.

$ bin/validate-file-signature --file | ogs/audit

Al signature information in file 'logs/audit' is valid

Note: If any validations errors occur, you will see amessage similar to
the one asfollows:

i One or nore signature validation errors were encountered
-t whil e validating the contents of file 'logs/audit':
* The end of the input stream was encountered without
encountering the end of an active signature bl ock.
The contents of this signed block cannot be trusted
because the signature cannot be verified

Configuring Log Rotation

The Directory Proxy Server allows you to configure the log rotation policy for the server. When
any rotation limit is reached, the Directory Proxy Server rotates the current log and starts a new
log. If you create a new log publisher, you must configure at |east one log rotation policy.

Y ou can select the following properties:

e TimeLimit Rotation Policy. Rotates the log based on the length of time since the last
rotation. Default implementations are provided for rotation every 24 hours and every 7 days.
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» Fixed Time Rotation Policy. Rotates the logs every day at a specified time (based on 24-
hour time). The default time is 2359.

» SizeLimit Rotation Policy. Rotates the logs when the file reaches the maximum size for
each log. The default size limit is 100 MB.

* Never Rotate Policy. Used in arare event that does not require log rotation.

To Configure the Log Rotation Policy

* Usedsconfi g to modify the log rotation policy for the access logger.

$ bin/dsconfig set-1og-publisher-prop \
--publisher-nanme "Fil e-Based Access Logger" \
--renpve "rotation-policy:24 Hours Tinme Linmt Rotation Policy" \
--add "rotation-policy:7 Days Tinme Limt Rotation Policy"

Configuring Log Rotation Listeners

The Directory Proxy Server provides two log file rotation listeners: the copy log file rotation
listener and the summarize log file rotation listener, which can be enabled with alog publisher.
Log filerotation listeners alow the server to perform atask on alog file as soon as it has been
rotated out of service. Custom log file listeners can be created with the Server SDK.

The copy log file rotation listener can be used to compress and copy a recently-rotated log file
to an dternate location for long-term storage. The original rotated log file will be subject to
deletion by alog file retention policy, but the copy will not be automatically removed. Use the
following command to create a new copy log file rotation listener:

$ dsconfig create- Iog file-rotation-listener \
--listener-nanme "Copy on Rotate" \

--type copy \

--set enabled:true \

--set copy-to-directory:/path/to/archive/directory \

--set conpress-on-copy:true
The path specified by the copy-t o- di rect ory property must exist, and the filesystem
containing that directory must have enough space to hold all of the log files that will be written
there. The server will automatically monitor free disk space on the target filesystem and will

generate administrative aerts if the amount of free space gets too low.

The summarize log file rotation listener invokes the summar i ze- access- | og tool on arecently-
rotated log file and writes its output to afilein a specified location. This provides information
about the number and types of operations processed by the server, processing rates and
response times, and other useful metrics. Use this with access loggers that log in a format

that is compatible with the sunmar i ze- access- 1 og tool, including thefi | e- based- access
and oper ati on-ti mi ng- access logger types. Use the following command to create a new
summarize log file rotation listener:

$ dsconfig create-log-file-rotation-listener \
--listener-name "Summarize on Rotate" \
--type summarize \
--set enabl ed:true \
--set output-directory:/path/to/sumrary/directory
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The summary output files have the same name as the rotated | og file, with an extension of
.summary. If the out put - di r ect ory property is specified, the summary files are written to that
directory. If not specified, files are placed in the directory in which the log files are written.

Aswith the copy log file rotation listener, summary files are not automatically be deleted.
Though files are generally small in comparison to the log files themselves, make sure that there
is enough space available in the specified storage directory. The server automatically monitors
free disk space on the filesystem to which the summary files are written.

Configuring Log Retention

The Directory Proxy Server allows you to configure the log retention policy for each log on

the server. When any retention limit is reached, the Directory Proxy Server removes the oldest
archived log prior to creating anew log. Log retention is only effective if you have alog rotation
policy in place. If you create a new log publisher, you must configure at least one log retention

policy.

» File Count Retention Policy. Sets the number of log files you want the Directory Proxy
Server to retain. The default file count is 10 logs. If the file count is set to 1, then the log will
continue to grow indefinitely without being rotated.

* FreeDisk Space Retention Policy. Sets the minimum amount of free disk space. The
default free disk space is 500 MBytes.

e SizeLimit Retention Policy. Sets the maximum size of the combined archived logs. The
default size limit is 500 M Bytes.

» Custom Retention Policy. Create a new retention policy that meets your Directory Proxy
Server’ s requirements. Thiswill require developing custom code to implement the desired
log retention policy.

* Never Delete Retention Policy. Used in arare event that does not require log deletion.

To Configure the Log Retention Policy

* Usedsconfi g to modify the log retention policy for the access logger.

$ bin/dsconfig set-Iog-publisher-prop \
--publisher-name "Fil e-Based Access Logger" \
--set "retention-policy: Free Di sk Space Retention Policy"

Setting Resource Limits

Y ou can set resource limits for the Directory Proxy Server using several global configuration
properties as well as setting resource limits on specific client connection policies. If you
configure both global and client connection policy resource limits, the first limit reached will
always be honored. For example, if the server-wide maximum concurrent connections limit is
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reached, then all subsequent connection will be rejected until existing connections are closed,
regardless of whether a client connection policy limit has been reached.

Setting Global Resource Limits

Y ou can specify the following types of global resource limits:

Specify the maximum number of client connections that can be established at any given
time using the maxi mum concurr ent - connect i ons property. If the server already hasthe
maximum number of connections established, then any new connection attempts from any
clients will be rejected until an existing connection is closed. The default value of zero
indicates that no limit is enforced.

Specify the maximum number of client connections that can be established at any give time
from the same client system using the naxi mum concurr ent - connect i ons- per - i p- addr ess
property. If the server aready has the maximum number of connections established from
agiven client, then any new connection attempts from that client will be rejected until an
existing connection from that client is closed. The server may continue to accept connections
from other clients that have not yet reached this limit. The default value of zero indicates that
no limit is enforced.

Specify the maximum number of client connections that can be established at any given
time while authenticated as a particular user with the maxi mum concurr ent - connect i ons-
per - bi nd- dn property. This property applies after the connection is established, because
the bind operation to authenticate the user happens after the connection is established rather
than during the course of establishing the connection itself. If the maximum number of
connections are authenticated as a given user, then any new attempt to authenticate as that
user will cause the connection performing the bind to be terminated. Note that this limit
applies only to authenticated connections, and will not be enforced for clients that have not
authenticated or for clients that have authenticated as the anonymous user. The default value
of zero indicates that no limit is enforced.

Any changes to the maxi mum concurr ent - connect i ons and nmaxi mum concur r ent -

connect i ons- per - i p- addr ess propertieswill take effect only for new connections established
after the change is made. Any change to the maxi num concur r ent - connect i ons- per - bi nd-
dn property will apply only to connections (including existing connections) which perform
authentication after the change is made. Existing connections will be allowed to remain
established even if that would cause the new limit to be exceeded.

Setting Client Connection Policy Resource Limits

Y ou can also configure resource limits in a client connection policy using the following
properties of the client connection policy:

maximume-concur r ent-connections. This property specifies the maximum number of client
connections that may be associated with a specific client connection policy at any given time.
Once thislimit has been reached, any further attempts to associate a connection with this
client connection policy will result in the termination of the connection.
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maximum-connection-dur ation. This property specifies the maximum length of time that
a connection associated with a particular client connection policy may be established. When
the connection has been established longer than this period, it will be terminated.

maximum-idle-connection-duration. This property specifies the maximum time that a
connection associated with a particular client connection policy may remain established
after the completion of the last operation processed on that connection. Any new operation
requested on the connection resets the timer. Connections that are idle for longer than the
specified time will be terminated.

maximume-oper ation-count-per -connection. This property specifies the maximum number
of operations that may be requested by any client connection associated with this client
connection policy. If an attempt is made to process more than this number of operations on
the connection, then the connection will be terminated.

maximume-concur r ent-oper ations-per -connection. This property specifies the maximum
number of concurrent operations that can be in progress for any connection. This property
can be used to prevent a single client connection from monopolizing server processing
resources by sending alarge number of concurrent asynchronous regquests.

maximum-connection-oper ation-rate. This property specifies the maximum rate at which a
client associated with a specific client connection policy may issue requests to the Directory
Proxy Server. If aclient attempts to request operations at arate higher than this limit, then
the server will behave as described by the connect i on- oper ati on-r at e- exceeded-

behavi or property.

connection-oper ation-r ate-exceeded-behavior. This property describes how the server
should behave if a client connection attempts to exceed arate defined in the maxi mum
connect i on- oper ati on-rat e property.

maximum-policy-oper ation-rate. This property specifies the maximum rate at which
al clients associated with a particular client connection policy may issue requests to the
Directory Proxy Server. If thislimit is exceeded, then the server will exhibit the behavior
described inthe pol i cy- oper ati on-r at e- exceeded- behavi or property.

policy-oper ation-r ate-exceeded-behavior . This property specifies the behavior of the
Directory Proxy Server if aclient connection attempts to exceed the rate defined in the
maxi mum pol i cy- oper ati on-r at e property.

Monitoring the Directory Proxy Server

While the Directory Proxy Server isrunning, it generates a significant amount of information
available through monitor entries. This section contains information about the following:

Monitoring Server Status Using the status Tool
About the Monitor Entries
Using the Monitoring Interfaces

Monitoring with IMX
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Monitoring System Data Using the Data Metrics Server

The PingData Data Metrics Server provides collection and storage of performance data from
your server topology. Y ou can use the System Utilization Monitor with the Data Metrics Server
to collect information about the host system CPU, disk, and network utilization on any platform
except Linux. If you are not using the Data Metrics Server, you do hot need to use the system
utilization monitor. When data is being collected, it periodically forks the process and executes
commands.

For more information about using the System Utilization Monitor, refer to the data collection
chapter of the PingData Data Metrics Server documentation.

To Monitor Server Using the Status Tool

The Ping Identity Directory Proxy Server provides ast at us tool that provides basic server
status information, including version, connection handlers, atable of LDAP external servers,
and the percent of the global index that is used.

1. Runthest at us tool to view the current state of the server.

$ bin/status

2. Enter the LDAP connection parameters.

>>>> Speci fy LDAP connection paraneters
Admi ni strator user bind DN [cn=Directory Manager]:
Password for user ‘cn=Directory Manager’:

- Server Status ---

Server Run Status: Started 07/Jan/2011:10: 59: 52. 000 - 0600
Operational Status: Avai | abl e

Open Connecti ons: 4

Max Connecti ons: 8

Total Connecti ons: 25

- Server Details ---

Host Nane: exanpl e

Adm ni strative Users: cn=Directory Manager

Installation Path: / pat h/ t o/ Pi ngDi r ect or yPr oxy

Ver si on: Ping Identity Directory Proxy Server 6.0.1.0
Java Version: j dk-7u9

- Connection Handlers ---

Address: Port : Protocol : State

0.0.0.0:1689 : JMX : Disabl ed
0.0.0.0:636 : LDAPS . Di sabl ed
0.0.0.0:9389 : LDAP : Enabl ed

- LDAP External Servers ---

Server : Status : Score : LB Algorithm
| ocal host:389 : Available : 10 : dc_exanpl e_dc_com round-robi n
| ocal host: 1389 : Available : 10 : dc_exanpl e_dc_com r ound-robi n

- LDAP External Server Op Counts ---
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Server : Add : Bind: Conpare: Del ete: Modi fy: Mod DN: Search : Al l
| ocal host : 11389: 0 10 0 : 0 S0 1249 : 1249
| ocal host: 12389: 0 0 : 0 .0 0 .0 ;494 ;494

--- Entry Bal anci ng Request Processors ---
Base DN : G obal Index % Used

ou=peopl e, dc=exanpl e, dc=com 33

--- G obal Index Stats for ou=peopl e, dc=exanpl e, dc=com - - -

Index : Total Bytes : Key Bytes : Keys : Size (# Keys) : Inserted :

Renpved : Replaced: Hits : Msses : Discarded : Duplicates

rdn : 30667304 © 14888906 : 1000001 : 3464494 0 :0 :0 :0 :0 : 0

uid : 26523480 : 10888902 : 1000001 : 3464494 0 : 0 : 3583 : 0: 0: O

--- Operation Processing Tine ---

O Type : Total Ops : Avg Resp Tine (ns)

Al : 3583 : 117.58

--- Work Queue ---

Recent : Average : Maxi mum

Queue Size : 0 .0 o1
% Busy 0 o1 : 19

About the Monitor Entries

While the Directory Proxy Server isrunning, it generates a significant amount of information
available through monitor entries. Monitor entries are available over LDAP in the cn=noni t or
subtree. The types of monitor entries that are available include:

* General Monitor Entry (cn=monitor) — Provides a basic set of general information about
the server.

« Active Operations Monitor Entry (cn=Active Operations,cn=monitor) — Provides
information about all operations currently in progressin the server.

« Backend Monitor Entries (cn={id} Backend,cn=monitor) — Provides information about
the backend, including the number of entries, the base DN(s), and whether it is private.

» Client Connections Monitor Entry (cn=Client Connections,cn=monitor) — Provides
information about all connections currently established to the server.

e Connection Handler Monitor Entry (cn={name},cn=monitor) — Provides information
about the configuration of each connection handler and the client connections established to
it.
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» Database Environment Monitor Entries (cn={id} Database Environment,cn=monitor)
— Provides statistics and other data from the Oracle Berkeley DB Java Edition database envi-
ronment used by the associated backend.

» Disk Space Usage Monitor Entry (cn=Disk Space Usage,cn=monitor) — Providesinfor-
mation about the amount of usable disk space available to server components.

* JVM Memory Usage Monitor Entry (cn=JVM Memory Usage,cn=monitor) — Provides
information about garbage collection activity, the amount of memory available to the server,
and the amount of memory consumed by various server components.

* JVM Stack Trace Monitor Entry (cn=JVM Stack Trace,cn=monitor) — Provides a stack
trace of al threadsin the VM.

* LDAP StatisticsMonitor Entries (cn={name} Statistics,cn=monitor) — Provides
information about the number of each type of operation requested and bytes transferred over
the connection handler.

e Processing Time Histogram Monitor Entry (cn=Processing Time
Histogram,cn=monitor) — Provides information about the number of percent of operations
that completed in various response time categories.

» System Information Monitor Entry (cn=System Infor mation,cn=monitor) — Provides
information about the underlying VM and system.

* Version Monitor Entry (cn=Version,cn=monitor) — Provides information about the
Directory Proxy Server version.

* Work Queue Monitor Entry (cn=Work Queue,cn=monitor) — Provides information about
the state of the Directory Proxy Server work queue, including the number of operations
waiting on worker threads and the number of operations that have been rejected because the
gueue became full.

Using the Monitoring Interfaces

The Ping Identity Directory Proxy Server exposes its monitoring information under the
cn=noni t or entry and provides interfaces through the Administrative Console, IM X, over
LDAP, using the LDAP SDK, and using SNMP.

Monitoring with the Administrative Console

Ping Identity has a Administrative Console for administrators to configure the directory server.
The console aso provides a status option that accesses the server's monitor content.

To View the Monitor Dashboard

1. Ensure that the Directory Proxy Server is running.

2. Openabrowser tohttp://server-name: 8443/ consol e.
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3. Typetheroot user DN and password, and then click L ogin.
4. Usethetop level navigation dropdown and select 'Status.'

5. Onthe Administrative Consol€e's Status page, select the Monitors tab.

Accessing the Processing Time Histogram

The Ping Identity Directory Proxy Server provides a processing time histogram that classifies
operation response time into user-defined buckets. The histogram tracks the processing on a
per operation basis and as a percentage of the overall processing time for all operations. It also
provides statistics for each operation type (add, bind, compare, delete, modify, modify DN,
search).

To Access the Processing Time Histogram
1. Onthe Administrative Console, click Server Monitors.

2. Click Processing Time Histogram. Other monitor entries can be accessed in similar ways.

Monitoring with JMX

The Ping | dentity Directory Proxy Server supports monitoring the VM ™ through a Java
Management Extensions (JMX ™) management agent, which can be accessed using JConsole
or any other kind of IMX client. The IMX interface provides VM performance and resource
utilization information for applications running Java. Y ou can monitor generic metrics exposed
by the VM itsdlf, including memory pools, threads, loaded classes, and MBeans, aswell as all
the monitor information that the Directory Proxy Server provides. Y ou can also subscribe to
receive IMX notifications for any administrative alerts that are generated within the server.

Running JConsole

Before you can access JConsole, you must configure and enable the IMX Connection Handler
for the Directory Proxy Server using the dsconfi g tool. See Configuring the IMX Connection
Handler and Alert Handler.

To invoke the JConsole executable, typej consol e on the command line. If JDK_HOME is not
set in your path, you can access JConsole in the bi n directory of the JDK_HOME path.

To Run JConsole

1. UseJconsol e to open the Java Monitoring and Management Console. Y ou can aso run
JConsole to monitor a specific process ID for your application: j consol e PI D. Or you can
run JConsole remotely using: j consol e host nane: port.
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$ jconsol e
Note: If SSL isconfigured on the IMX Connection Handler, you must
specify the Directory Proxy Server jar file in the class path when running
j consol e over SSL. For example, run the following j consol e command:
l:__. $ jconsole \

-J-Djavax. net.ssl.trust Store=/path/to/certStores/truststore \
-J-Dj avax. net. ssl . trust St or ePasswor d=secret \
-J-D ava. cl ass. pat h=$SERVER_ROOT/ Pi ngDi r ect or yProxy. j ar:/Li brary/
Java/ JavaVi rt ual Machi nes/j dk-versi on. j dk/ Cont ent s/ Hone/ | i b/
jconsol e.jar

2. Onthe Java Monitoring & Administrative Console, click Local Process, and then click
the PID corresponding to the directory server.

3. Review the resource monitoring information.

®00 Java Monitoring & onsole
Connection  Window _Help
© 0 O pid: 639 com.unboundid.directory.server.core.DirectoryServer ~-configClass com.unboundid directory....

Overview | Memory Threads Classes VM Summary _MBeans &
Time Range: [ All 2]
Heap Memory Usage Threads
200 Mb 50
e ——
somef | s
100 Mb 40
1332 1333 1332 1333
Used: 148.1 Mb_ Committed: 1.1Gb_ Max: 1.1 Gb Live: 48 Peak: 48 _Total: 49
Classes CPU Usag:
4000 | Lot Clileee= =
R I )
a%
3%
* uusge
<
%
3,000 o%

1332 1333 1332 13:33
Loaded: 3,897 Unioaded: 0 _Total: 3,897 CPU Usage: 1.6%
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Monitoring the Directory Proxy Server Using JConsole

Y ou can set up JConsole to monitor the Directory Proxy Server using aremote process. Make
sure to enable the IMX Connection Handler and to assign at least thej nx- r ead privilege

to aregular user account (thej mx- noti fy privilegeis required to subscibe to receive IMX
notifications). Do hot use aroot user account, as this would pose a security risk.

To Monitor the Directory Proxy Server using JConsole

1. Start the Directory Proxy Server.

$ bin/start-ds

2. Enable the IMX Connection handler using the dsconf i g tool. The handler is disabled by
default. Remember to include the LDAP connection parameters (hostname, port, bindDN,
bindPassword).

$ bin/dsconfig set-connection-handl er-prop \
--handl er-nanme "JMX Connection Handl er" --set enabl ed:true

3. Assignjnx-read,jmx-wite,andjnx-notify (if the user receives notifications) to the user.

$ bin/l dapnodi fy --hostnane serverl. exanpl e.com--port 1389 \
--bindDN "cn=Di rectory Manager" --bi ndPassword secr et

dn: ui d=adm n, dc=exanpl e, dc=com

changetype: nodify

repl ace: ds-privilege-nanme

ds-privil ege-nanme: jnx-read

ds-privilege-nane: jmk-wite

ds-privilege-nanme: jnx-notify

4. OntheJava Monitoring & Administrative Console, click Remote Process, and enter the
following IMX URL using the host and port of your Directory Proxy Server.

service:jmk:rm:///jndi/rm://<host>:<port>/
com unboundi d. di rectory. server. prot ocol s. j nx. cl i ent - unknown

5. Inthe Username and Passwor d fields, type the bind DN and password for a user that has at
least thej nx-r ead privilege. Click Connect.

® OO JavaMonitoring & Console
Connection Window Help
O JConsole: New Connection

New Connection i

O Local Process:
Nam 7D
e Directoryserver... 1478

sun.tools.jconsole.JConsole 1566

@® Remote Process:

kervice:;jmx:rmi// /jndi/rmi:/ {localhost: 1689/ com.unbounc!
Usage: <hostnal port> OR sen IX:<protocol>:<sap>

Username: | uid=admin user
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6. Click com.unboundid.directory.server, and expand the r oot DSE node and the cn- noni t or
sub-node.

Java Monitoring & Management Console

Connection  Window _Help

O 0O cn=birectory icesj i:/jndi/emit | flocalhost:1689/c boundid.directory. tocols jmx.client.
VM Summary__MBeans | &=

¥ [)Mimplementation
¥ (@ com.unboundid.directory.server
v (1 roosE
» @ en-config
¥ [ cn-monitor

» @ cn-Active_Operations
@ cn-Client_Connections
@ cn-Disk_space_Usage
@ cn-Entry_Caches
@ cn-JMX_Connection_Handler_1689
@ cn-JVM_Memory_Usage
@ cn-JVM_Stack _Trace
@ cn-LDAP_Connection_Handler_0000_port_3389
@ cn-LDAP_Connection_Handler_0000_port_3389_Statistics
@ cn-LDIF_Connection_Handler
@ cn-Processing_Time_Histogram
@ cn-System_Information
@ cn-Version
@ cn-work_Queue
@ cn-adminRoot_Backend
@ cn-adstruststore_Backend
@ cn-backup_Backend
® cn-config_Backend
@ cn-monitor_Backend
@ cn-schema_Backend
@ cn-tasks_Backend
@ cn-userRoot_Backend
@ cn-userRoot_Database_Environment
@ rootDSEnull

VY YYYYYYYYYVYYYVYYYVYYVYY

.

7. Click amonitoring entry. In this example, click the LDAP Connection Handler entry.

Java Monitoring & Management Console

Connection _Window _Help

® O O cn=Directory icesj ic/ / /indi/rmi:/ /localhost:1689/c boundid.directory. tocols.jmx.client.
["Oves VM Summary - MBeans )} &=
» [Z)Mimplementation Attribute
v (5 com.unboundid.directory.server Name Value
v rootsE abandonRequests 0
» @ cn-confi addRequests 0
addResponses 0
v .
Lol bindRequests 155
» @ cn-Active_Operations bindResponses 1%
» @ cn-Client_Connections byteskead 92264
» @ cn-Entry_Caches bytesWritten 5150388
» @ cn-JMX_Connection Handler_1689 compareRequests 0
compareResponses 0
» @ cn-JM_Memory_Usage
o connectionsClosed 151
> @ cn-JVM_Stack_Trace connectionsEstablished 155
v @ cn-LDAP_Connection_Handler_0000_port_3389 deleteRequests o
v Atributes deleteResponses 0
! 0
| 0
g - IdapMessagesRead 881
s-connectionhandler—connection . ldapMessageswrtten 2383
d 0
¥ @ cn-LDAP_Connection_Handler_0000_port_ 338954 | | modifyDNResponses 0
» modifyRequests 4
» @ cn-LDIF_Connection_Handler ’““d‘f:“sig"“; " s
i operationsAbandone
» @ cn-processing_Time_Histogram oherationsComploted 053
> @ cn-system_Information operations nitiated 881
» @ cn-Version searchRequests 574
» @ cn-Work_Queue searchResultEntries 3650
» @ cn-adminRoot_Backend searchResultReferences 0
» @ cn-adstruststore_Backend searchResulisDone 5ré
unbindRequests 148
» @ cn-backup_Backend
» @ cn-config_Backend
» @ cn-monitor_Backend
» @ cn-schema_Backend v
» @ cn-tasks_Backend =
. i (Refresh )
alv \ feftesh )
Z,

Monitoring over LDAP

The Ping Identity Directory Proxy Server exposes a mgjority of itsinformation under the
cn=noni t or entry. You can access these entries over LDAP using thel dapsear ch tool.

$ bin/l dapsearch --hostnane serverl. exanpl e.com --port 1389 \
- - bi ndDN "ui d=admi n, dc=exanpl e, dc=cont - - bi ndPassword secret \
--baseDN "cn=noni tor" "(objectclass=*)"
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Monitoring Using the LDAP SDK

Y ou can use the monitoring API to retrieve monitor entries from the Directory Proxy Server as
well as to retrieve specific types of monitor entries.

For example, you can retrieve all monitor entries published by the Directory Proxy Server and
print the information contained in each using the generic API for accessing monitor entry data as
follows:
for (MonitorEntry e : MonitorManager. get MonitorEntries(connection))

System out. println("Mnitor Nane: " + e.getMnitorNanme());

Systemout.println("Mnitor Type: " + e.getMnitorDi splayNanme());

Systemout.println("Mnitor Data:");
for (MnitorAttribute a : e.getMnitorAttributes().values())

for (Ooject value : a.getValues())

Systemout.printin(" " + a.getDisplayName() + ": " + String.val ueOX (val ue));

}

Systemout.println();

For more information about the LDAP SDK and the methods in this example, see the LDAP
DK documentation.

Monitoring Using SNMP

The Ping |dentity Directory Proxy Server supports real-time monitoring using the Simple
Network Management Protocol (SNMP). The Directory Proxy Server provides an embedded
SNMPv3 subagent plugin that, when enabled, sets up the server as a managed device and
exchanges monitoring information with a master agent based on the AgentX protacol.

SNMP Implementation

In atypical SNMP deployment, many production environments use a network management
system (NMS) for a unified monitoring and administrative view of all SNMP-enabled devices.
The NM S communi cates with a master agent, whose main responsibility is to tranglate the

SNMP protocol messages and multiplex any request messages to the subagent on each managed
device (for example, Directory Proxy Server instance, Directory Proxy Server, Data Sync
Server, or OS Subagent). The master agent also processes responses or traps from the agents.
Many vendors provide commercial NMS systems, such as Alcatel-Lucent (OmnivistaEMS),

HP (OpenView), IBM-Tivoli (Netview), Oracle-Sun (Solstice Enterprise Manager), and others.
Specific discussion on integrating an SNM P deployment on an NM S system is beyond the scope
of this chapter. Consult with your NM S system for specific information.

The Ping Identity Directory Proxy Server contains an SNM P subagent plug-in that connects
to a Net-SNMP master agent over TCP. The main configuration properties of the plug-in are
the address and port of the master agent, which default to localhost and port 705, respectively.
When the plug-inisinitialized, it creates an AgentX subagent and a managed object server,
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and then registers as a MIB server with the Directory Proxy Server instance. Once the plug-

in's startup method is called, it starts a session thread with the master agent. Whenever the
connection islost, the subagent automatically attempts to reconnect with the master agent. The
Directory Proxy Server’s SNM P subagent plug-in only transmits read-only values for polling or
trap purposes (set and inform operations are not supported). SNM P management applications
cannot perform actions on the server on their own or by means of an NM S system.

Net-SNMP Master Agent

W Subagent Port 705

[ ]
Subagent Messages

P

)

05 Subagent Proxy Server D5 Instance 1

[ ]
Subagent Messages

P 4

)

DS Instance 2

Figure 8: Example SNMP Deployment

One important noteis that the Ping Identity Directory Proxy Server was designed to interface
with aNet-SNMP (version 5.3.2.2 or later) master agent implementation with AgentX over
TCP. Many operating systems provide their own Net-SNM P module, such as the System
Management Agent (SMA) on Solaris or OpenSolaris. However, SMA disables some features
present in the Net-SNM P package and only enables AgentX over UNIX Domain Sockets, which
cannot be supported by Java. If your operating system has a native Net-SNMP master agent

that only enables UNIX Domain Sockets, you must download and install a separate Net-SNMP
binary from its web site.

Configuring SNMP

Because all server instances provide information for acommon set of MIBs, each server
instance provides itsinformation under a unique SNMPv3 context name, equal to the server
instance name. The server instance name is defined in the Globa Configuration, and is
constructed from the host name and the server LDAP port by default. Consequently, information
must be requested using SNMPv3, specifying the context name that pertains to the desired
server instance. This context name is limited to 30 characters or less. Any context name longer
than 30 characters will result in an error message. Since the default context nameis limited to
30 characters or less, and defaults to the server instance name and the LDAP port number, pay
specia attention to the length of the fully-qualified (DNS) hostname.

Note: The Directory Proxy Server supports SNMPv3, and only SNMPv3

[:-:;; can access the MIBs. For systems that implement SNMP v1 and v2c, Net-
SNMP provides a proxy function to route requests in one version of SNMP
to an agent using a different SNMP version.
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To Configure SNMP

1

Enable the Directory Proxy Server's SNMP plug-in using the dsconf i g tool. Make sure to
specify the address and port of the SNMP master agent. On each Directory Proxy Server
instance, enable the SNMP subagent. Note that the SNMPv3 context nameis limited to

30 bytes maximum. If the default dynamically-constructed instance name is greater than
30 bytes, there will be an error when attempting to enable the plugin. Enable the SNMP
Subagent Alert Handler so that the sub-agent will send traps for administrative alerts
generated by the server.

$ bin/dsconfig set-alert-handler-prop \
--handl er- nanme " SNWP Subagent Al ert Handl er" --set enabl ed:true

View the error log. Y ou will see a message that the master agent is not connected, because it
isnot yet online.

The SNWP sub-agent was unable to connect to the naster
agent at | ocal host/705: Ti neout

Edit the SNMP agent configuration file, snnpd. conf , which is often located in/ et ¢/ snnp/
snnpd. conf . Add the directive to run the agent as an AgentX master agent:

mast er agent x agent XSocket tcp:|ocal host: 705

Note that the use of | ocal host meansthat only sub-agents running on the same host can
connect to the master agent. This requirement is necessary since there are no security
mechanisms in the AgentX protocol.

Add the trap directive to send SNMPv2 trapsto | ocal host with the community name, public
(or whatever SNMP community has been configured for your environment) and the port.

trap2si nk | ocal host public 162

To create a SNMPv3 user, add the following linesto the/ et ¢/ snnp/ snnpd. conf file.

rwiser initial
createUser initial MD5 setup_passphrase DES

Run the following command to create the SNMPv3 user.

snnpusm -v3 -u initial -n "" -1 authNoPriv -a MD5 - A setup_passphrase \
| ocal host create snnpuser initia

. Start the snnpd daemon and after afew seconds you should see the following message in the

Directory Proxy Server error log:

The SNWP subagent connected successfully to the nmaster agent
at |ocal host: 705. The SNWP context nane i s host.exanpl e.com 389

Set up atrap client to see the alerts that are generated by the Directory Proxy Server. Create a
config filein/ t mp/ snnpt r apd. conf and add the directive below to it. The directive specifies
that the trap client can process traps using the public community string, and can log and
trigger executable actions.
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aut hcommunity | og, execute public

9. Install the MIB definitions for the Net-SNMP client tools, usually located in the/ usr/
shar e/ snnp/ mi bs directory.

$ cp resource/ m b/* /usr/sharel/ snnp/ m bs

10.Then, run the trap client using the snnpt r apd command. The following example specifies
that the command should not create anew process using f or k() from the calling shell (- ),
do not read any configuration files (- C) except the one specified with the - ¢ option, print to
standard output (- Lo), and then specify that debugging output should be turned on for the
User-based Security Module (- busm). The path after the - Moption is adirectory that contains
the MI1Bs shipped with our product (i.e., server-r oot/ resource/ mb) .

$ snnptrapd -f -C -c /tnp/snnptrapd. conf -Lf /root/trap.log -Dusm\
-mall -M +/usr/share/snnp/ m bs

11.Run the Net-SNMP client tools to test the feature. The following options are required: -
v <SNMP versi on>,-u <user name>,-A <user password>, -l <security level > -n
<context nanme (instance nane)>.The-mall optionloadsall MIBsin the default MIB
directory in/ usr/ shar e/ snnp/ ni bs o0 that MIB names can be used in place of numeric
OIDs.

$ snnpget -v 3 -u snnpuser -A password -l authNoPriv -n host.exanple.com 389 \

-mall |ocal host | ocal DBBackendCount. O
$ snnpwal k -v 3 -u snnpuser -A password -1 authNoPriv -n host.exanple.com 389 \
-mall |ocal host systenftatus

Configuring SNMP on AIX

Native AIX SNMP implementations do not support AgentX sub-agents, which is a requirement
for the Ping Identity Directory Proxy Server. To implement SNMP on AlX platforms, any
freely-available net - snnp package must be installed.

Special care must be made to ensure that you are using the net - snnp binary packages and not
the native snmp implementation. Third-party net-snmp binary packages typically install under /
opt/ f reewar e and have the following differences:

Native Daenon: /usr/sbin/snmpd
Native Configuration File: /etc/snnpd.conf, /etc/snnpdv3.conf
Native Daenpn Start and Stop: startsrc -s snnpd, stopsrc -s snnpd

net -snnp Daenon: /opt/freeware/sbin/snnpd

net-snnp Configuration File: /opt/freeware/etc/snnp/snnpd. conf
net-snnmp start and stop: /etc/rc.d/init.d/snnpd start|stop

When configuring an SNMP implementation on Al X, remember to check the following items so
that the Directory Proxy Server isreferencing the net - snnp installation:

» Theshell PATH will reference the native implementation binaries. Adjust the PATH variable
or invoke the net - snnp binaries explicitly.
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* If the native daemon is not stopped, there will likely be port conflicts between the native
daemon and the net - snnp daemon. Disable the native daemon or use distinct port numbers
for each.

SNMP on AlX Security Considerations

On AgentX sub-agent-compliant systems, it is recommended to use agent XSocket

t cp: | ocal host : 705 to configure the net-snmp master agent to allow connections only from
sub-agents located on the same host. On AlX systems, it is possible to specify an external IP
network interface (for example, agent XSocket tcp: 0. 0. 0. 0: 708 would listen on all external
IP interfaces), which would allow the Ping Identity Directory Proxy Server to be located on a
different host to the snmp master agent.

Whileit is possible to implement non-local sub-agents, administrators should understand

the security risks that are involved with this configuration. Primarily, because there is no
communication authentication or privacy between the Ping Identity Directory Proxy Server and
the master agent. An eavesdropper might be able to listen in on the monitoring data sent by the
Ping Identity Directory Proxy Server. Likewise, arogue sub-agent might be able to connect to
the master agent and provide false monitoring data or deny access to SNMP monitoring data.

In general, it is recommended that sub-agents be |ocated on the same host as the master agent.

MIBS

The Directory Proxy Server provides SMIv2-compliant MIB definitions (RFC 2578, 2579,
2580) for distinct monitoring statistics. These MIB definitions are to be found in text files under
resour ce/ mi b directory under the server root directory.

Each MIB provides managed object tables for each specific SNMP management information as
follows:

* LDAP Remote Server M1B. Provides information related to the health and status of the
LDAP serversthat the Directory Proxy Server connects to, and statistics about the operations
invoked by the Directory Proxy Server on those LDAP servers.

» LDAP Statistics MIB. Provides a collection of connection-oriented performance datathat is
based on a connection handler in the Directory Proxy Server. A server typically contain only
one connection handler and therefore supplies only one table entry.

» Local DB Backend MIB. Provides key metrics related to the state of the local database
backends contained in the server.

* Processing Time MIB. Provides a collection of key performance data related to the
processing time of operations broken down by several criteria but reported asasingle
aggregated data set.

» Replication MIB. Provides key metrics related to the current state of replication, which can
help diagnose how much outstanding work replication may have to do.

» System Status MIB. Provides a set of critical metrics for determining the status and health
of the system in relation to its work load.
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For information on the available monitoring statistics for each MIB available on the Directory
Server and the Directory Proxy Server, see the text files provided inther esour ce/ ni b directory
below the server installation.

The Directory Proxy Server generates an extensive set of SNMP traps for event monitoring.
The traps display the severity, description, name, OID, and summary. For information about the
available alert types for event monitoring, seether esour ce/ mi b/ UNBOUNDI D- ALERT- M B. t xt
file.

Profiling Server Performance Using the Stats Logger

The Directory Proxy Server ships with a built-in Stats Logger that is useful for profiling server
performance for a given configuration. At a specified interval, the Stats Logger writes server
statistics to alog file in a comma-separated format (.csv), which can be read by spreadshest
applications. The logger has a negligible impact on server performance unlessthe | og-

i nterval property issettoavery small value (lessthan 1 second). The statistics logged and
their verbosity can be customized.

The Stats Logger can also be used to view historical information about server statistics including
replication, LDAP operations, host information, and gauges. Either update the configuration of
the existing Stats Logger Plugin to set the advanced gauge- i nf o property to basi c/ ext ended

to include this information, or create a dedicated Periodic Stats Logger for information about
statistics of interest.

To Enable the Stats Logger

By default, the Directory Proxy Server ships with the built-in " Stats Logger' disabled. To enable
it using the dsconf i g tool or the Administrative Console, go to Plugins menu (available on the
Advanced object menu), and then, select Stats L ogger.

1. Rundsconfi g ininteractive mode. Enter the LDAP or LDAPS connection parameters when
prompted.

$ bin/dsconfig

2. Enter o to change to the Advanced Objects menu.

3. On the main menu, enter the number for Plugins.

4. On the Plugin menu, enter the number corresponding to view and edit an existing plug-in.

5. Onthe Plugin selection list, enter the number corresponding to the Stats L ogger.

6. On the Stats L ogger Plugin menu, enter the number to set the enabl ed property to TRUE.
When done, enter f to save and apply the configuration. The default logger will log
information about the server every second to <ser ver - r oot >/ | ogs/ dsst at s. csv. If the

server isidle, nothing will be logged, but this can be changed by setting the suppr ess-i f -
i dl e property to FALSE (suppress-i f-i dl e=f al se).

>>>> Configure the properties of the Stats Logger Plugin
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Property Val ue('s)

1) descri ption Logs performance stats to a log file

periodically.

2) enabl ed fal se

3) | ocal - db- backend-i nfo basi c

4) replication-info basi c

5) entry-cache-info -

6) host-info -

7) i ncl uded- | dap- appl i cation If per-application LDAP stats is enabl ed,
then stats will be included for all
applications.

8) | og-interval 1ls

9) col l ection-interval 200 ns

10) suppress-if-idle true

11) header- prefi x-per-col um fal se

12) enpty-instead-of-zero true

13) |ines-bet ween- header 50

14) incl uded-| dap- st at active-operations, num connections,
op- count - and- | at ency, wor k- queue

15) i ncl uded-resource- st at menory-utilization

16) hi stogramf ornat count

17) hi stogram op-type al |

18) per-application-ldap-stats aggregate-only

19) | dap-changel og-i nfo -

20) gauge-info none

21) log-file | ogs/ dsstats. csv

22) log-file-perm ssions 640

23) append true

24) rotation-policy Fi xed Tine Rotation Policy, Size Limt
Rot ati on Policy

25) retention-policy File Count Retention Policy

?) hel p

f) finish - apply any changes to the Periodic Stats Logger Plugin

a) hi de advanced properties of the Periodic Stats Logger Plugin

d) di spl ay the equival ent dsconfig command lines to either re-create this

object or only to apply pendi ng changes

b) back

a) quit

Enter choice [b]:

. Run the Directory Proxy Server. For example, if you are running in atest environment, you
can run the sear ch- and- nod- r at e tool to apply some searches and modifications to the
server. You can run sear ch- and- mod- r at e - - hel p to see an example command.

. View the Stats log output at <ser ver - r oot >/ | ogs/ dsst at s. csv. You can open thefilein

a spreadsheet. The following image displays a portion of the file's output. On the actual file,

you will need to scroll right for more statistics.
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To Configure Multiple Periodic Stats Loggers

Multiple Periodic Stats Loggers can be created to log different statistics, view historical
information about gauges, or to create alog at different intervals (such as logging cumulative
operations statistics every hour). To create a new log, use the existing Stats Logger as atemplate
to get reasonabl e settings, including rotation and retention policy.

1. Rundsconfi g by repeating steps 1-3 in To Enable the Stats Logger.

2. From the Plugin management menu, enter the number to create a new plug-in.

3. Fromthe Create a New Periodic Stats L ogger Plugin menu, enter t to use an existing plug-
in as atemplate.

4. Enter the number corresponding to the existing stats logger as atemplate.

5. Next, enter adescriptive name for the new stats logger. For this example, type st at s
Logger - 10s.

6. Enter thelog file path to thefile. For this example, typel ogs/ dsst at s2. csv.

7. Onthe menu, make any other change to the logger. For this example, change the | og-
i nterval to 10s, and thesuppress-if-idl e to false. When finished, enter f to save and
apply the configuration.

8. You should now seetwo loggersdsst at s. csv and dsst at s2. csv inthel ogs directory.

Adding Custom Logged Statistics to a Periodic Stats Logger

Add custom statistics based on any attribute in any entry under cn=noni t or using the Custom
Logged Stats object. This configuration object provides powerful controls for how monitor
attributes are written to the log. For example, you can extract a value from a monitor attribute
using aregular expression. Newly created Custom Logged Stats will automatically be included
in the Periodic Stats Logger output.

Besides alowing a straight pass-through of the values using the 'raw’' statistic-type, you can
configure attributes to be treated as a counter (where the interval includes the differencein the
value since the last interval), an average, a minimum, or a maximum value held by the attribute
during the specified interval. The value of an attribute can also be scaled by afixed value or by
the value of another monitor attribute.

Note: Custom third-party server extensions that were written using the
Server SDK can also exposeinterval statistics using a Periodic Stats Logger.
The extension must first implement the SDK's Moni t or Provi der interface
and register with the server. The monitor attributes produced by this custom
Moni t or Provi der arethen available to be referenced by a Custom Logged
Stats object.
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Toillustrate how to configure a Custom Logged Statistics L ogger, the following procedure
reproduces the built-in "Consumer Total GB" column that shows up in the output when the

i ncl uded-resour ce- stat property is set to memory-utilization on the Periodic Stats Logger.
The column is derived from thet ot al - byt es- used- by- nenor y- consuner s attribute of the
cn=JVM Menory Usage, cn=noni t or entry asfollows:

dn: cn=JVM Menory Usage, cn=noni t or

obj ectCl ass: top

obj ectClass: ds-nonitor-entry

obj ect Cl ass: ds-nenory-usage-nonitor-entry

obj ect Cl ass: extensi bl eObj ect
cn: JVM Menory Usage

i ot al - byt es- used- by- nenory-consuners: 3250017037

To Configure a Custom Logged Statistic Using dsconfig Interactive

1. Rundsconfi g and enter the LDAP/LDAPS connection parameters when prompted.

$ bin/dsconfig

2. On the Directory Proxy Server configuration main menu (Advanced Objects menu), enter the
number corresponding to Custom Logged Stats.

3. On the Custom Logged Stats menu, enter the number corresponding to Create a new Custom
Logged Stats.

4. Select the Stats Logger Plugin from the list if more than oneis present on the system. If you
only have one stats logger, press Enter to confirm that you want to use the existing plugin.

5. Enter adescriptive name for the Custom Logged Stats. For this example, enter Menory
Usage.

6. From the noni t or - obj ect cl ass property menu, enter the objectclass attribute to monitor.
For this example, enter ds- menor y- usage- noni t or -ent ry. YOu can run | dapsear ch using
the base DN "cn=JVM Memory Usage,cn=monitor" entry to view the entry.

7. Next, specify the attributes of the monitor entry that you want to log in the stats logger. In
this example, enter t ot al - byt es- used- by- menor y- consumer s, and then press Enter again
to continue.

8. Next, specify the type of statistics for the monitored attribute that will appear in thelog file.
In this example, enter the option for raw statistics as recorded by the logger.

9. Inthe Custom Logged Stats menu, review the configuration. At this point, we want to set up
acolumn name that lists the Memory Usage. Enter the option to change the col umm- nane

property.

10.Next, we want to add a specific label for the column name. Enter the option to add a value,
and then enter Memory Consumer Total (GB), and press Enter again to continue.

11.Confirm that you want to use the col um- nane value that you entered in the previous step,
and then press Ent er to usethe value.
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12.Next, we want to scale the Memory Consumer Totals by one gigabyte. On the Custom
L ogged Stats menu, enter the option to change the di vi de- val ue- by property.

13.0n the di vi de- val ue- by property menu, enter the option to change the value, and then enter
1073741824 (i.e., 1073741824 bytes = 1 gigabytes).

14.0n the Custom L ogged Stats menu, review your configuration. When finished, enter f to
save and apply the settings.

>>>> Configure the properties of the Custom Logged Stats
>>>> via creating ' Menory Usage'

Cust om Logged Stats

Property Val ue('s)
1) descri ption -
2) enabl ed true
3) nmoni t or - obj ect cl ass ds- nenory-usage-noni tor-entry
4) include-filter -
5) attribute-to-1og t ot al - byt es- used- by- nenory- consuner s
6) col um- nane Menory Consuner Total (GB)
7) statistic-type raw
8) header - prefi x =
9) header-prefix-attribute -
10) regex-pattern -
11) regex-repl acenent -
12) divi de-val ue- by 1073741824
13) divide-val ue-by-attribute -
14) deci nal - f or mat #. ##
15) non-zero-inplies-not-idle false
?) hel p

f) finish - create the new Custom Logged Stats

a) hi de advanced properties of the Custom Logged Stats

d) di spl ay the equival ent dsconfig argunents to create this object
b) back

q) qui t

Enter choice [b]:

The Custom Logged Stats was created successfully

When the Custom Logged Stats configuration change is completed, the new stats value
should immediately show up in the Stats Logger output file.

To Configure a Custom Stats Logger Using dsconfig Non-Interactive

» Usethedsconfi g non-interactive command-line equivalent to create your custom stats
logger. The following one-line command replicates the procedure in the previous section.
This command produces a column named "Memory Consumer Total (GB)" that contains the
value of the of t ot al - byt es- used- by- menor y- consuner s attribute pulled from the entry
with the ds- menor y- usage- noni t or - ent ry objectclass. Thisvalue is scaled by 1073741824
to get to avalue represented in GBs.

$ bin/dsconfig create-custom|ogged-stats --plugin-name "Stats Logger" \
--stats-nane "Menory Usage" --type custom\
--set nonitor-objectclass: ds- nenory-usage-nonitor-entry \
--set attribute-to-1o0g:total-bytes-used-by-nmenory-consuners \
--set "col um-nane: Menory Consuner Total (GB)" --set statistic-type:raw\
--set divide-val ue-by: 1073741824
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Working with Alarms, Alerts, and Gauges

An aarm represents a stateful condition of the server or aresource that may indicate a problem,
such as low disk space or external server unavailability. A gauge defines a set of threshold
values with a specified severity that, when crossed, cause the server to enter or exit an alarm
state. Gauges are used for monitoring continuous values like CPU load or free disk space
(Numeric Gauge), or an enumerated set of values such as 'server unavailable' or ‘ server
unavailable’ (Indicator Gauge). Gauges generate alarms, when the gauge' s severity changes due
to changes in the monitored value. Like alerts, alarms have severity (NORMAL, WARNING,
MINOR, MAJOR, CRITICAL), name, and message. Alarms will always have a Condition
property, and may have a Specific Problem or Resource property. If surfaced through SNMP,

a Probable Cause property and Alarm Type property are also listed. Alarms can be configured
to generate a erts when the alarm'’s severity changes. The Alarm Manager, which governsthe
actions performed when an alarm state is entered, is configurable through the dsconfi g tool
and Administrative Console. A complete listing of system alerts, alarms, and their severity is
availablein <server-root >/ docs/ adni n-al erts-1ist.csv.

There are two alert types supported by the server - standard and alarm-specific. The server
constantly monitors for conditions that may need attention by administrators, such aslow disk
space. For this condition, the standard aert is| ow di sk- space- war ni ng, and the alarm-specific
alertisal ar m war ni ng. The server can be configured to generate alarm-specific aerts instead
of, or in addition to, standard alerts. By default, standard alerts are generated for conditions
internally monitored by the server. However, gauges can only generate alarm-alerts.

The Directory Proxy Server installs a set of gauges that are specific to the product and that can
be cloned or configured through the dsconf i g tool. Existing gauges can be tailored to fit each
environment by adjusting the update interval and threshold values. Configuration of system
gauges determines the criteria by which alarms are triggered. The Stats Logger can be used to
view historical information about the value and severity of all system gauges.

The Directory Proxy Server is compliant with the International Telecommunication Union
CCITT Recommendation X.733 (1992) standard for generating and clearing alarms. If
configured, entering or exiting an alarm state can result in one or more aerts. An alarm state
is exited when the condition no longer applies. Anal arm cl ear ed alert typeis generated by
the system when an alarm'’s severity changes from a non-normal severity to any other severity.
Anal arm cl ear ed aert will correlate to a previous alarm when the Condition and Resource
properties are the same. The Condition corresponds to the Summary column in the adni n-
alerts-list.csv file

Like the Alerts Backend, which stores information in cn=al ert s, the Alarm Backend stores
information within the cn=al ar ms backend. Unlike alerts, alarm thresholds have a state over
time that can change in severity and be cleared when a monitored value returns to normal.
Alarms can be viewed with the st at us tool. Aswith other alert types, aert handlers can be
configured to manage the aerts generated by alarms.
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To Test Alarms and Alerts

1. Configure agauge with dsconfi

g and set theoverri de- severi ty property to critical. The

following example uses the CPU Usage (Percent) gauge.

$ dsconfig set-gauge-prop \
- - gauge- nane " CPU Usage (Per
--set override-severity:crit

cent)" \
ical

Run the st at us tool to verify that an alarm was generated with corresponding alerts. The

st at us tool provides asummary of the server’s current state with key metrics and alist of
recent alerts and alarms. The sample output has been shortened to show just the alarms and

dertsinformation.

$ bin/status

--- Ad
Severity : Time :
Info 11/ Aug/ 2014
15: 48: 46 - 0500
Info 11/ Aug/ 2014 :
15:47:32 -0500 :
Error 11/ Aug/ 2014

15: 41: 00 - 0500 -

Shown are él erts of severity.[
Use the --naxAlerts and/or --

mnistrative Alerts ---

Message

A configurati on change has been nade in the

Directory Server:

[ 11/ Aug/ 2014: 15: 48: 46. 054 - 0500]

conn=17 op=73 dn='cn=Directory Manager, cn=Root

DNs, cn=confi g' authtype=[Sinple] froms127.0.0.1

t0=127.0.0.1 comuand=' dsconfi g set-gauge- prop
--gauge- nane ' Cl eaner Backl og (Number O Files)'

--set warning-val ue: -1'

A configuration change has been made in the

Directory Server: [11/Aug/2014: 15:47:32.547 -0500]

conn=4 op=196 dn='cn=Directory Manager, cn=Root

DNs, cn=confi g' aut htype=[Sinple] fronr127.0.0.1

t0=127.0.0.1 conmand=' dsconfi g set-gauge- prop

--gauge-nane ' C eaner Backl og (Number O Files)'
--set warning-val ue: 0'

Allarm [ CPU Usage (Percent).

for Host System has

a current value of '18.583333333333332'.

The severity is currently OVERRI DDEN in the

Gauge's configuration to 'CRITICAL'.

The actual severity is: The severity is

currently ' NORMAL', having assuned this severity

Mon Aug 11 15:41: 00 CDT 2014. If CPU use is high,

check the server's current workload and nmake any

needed adj ustnments. Reducing the |oad on the system

will lead to better response tines.

Resour ce=' Host Systeni]

raised with critical severity

Info, Warning, Error, Fatal] fromthe past 48 hours

alertSeverity options to filter this |ist

Gauge CPU Usage (Percent)

--- Alarns ---

Severity : Severity Start
: Tine

11/ Aug/ 2014 :
15: 41: 00 - 0500 :

Critical

(

War ni ng 11/ Aug/ 2014
15:39: 40 - 0500 :

(

Condition :

CPU Usage

Wor k Qjeuez
Si ze :

Resour ce Details

Host System

Gauge CPU Usage (Percent) for
Host System

has a current val ue of

' 18.785714285714285" .

The severity is currently
"CRITICAL', having assuned
this severity Mon Aug 11
15:49: 00 CDT 2014. |f CPU use
is high, check the server's
current workl oad and make any
needed adj ustnments. Reduci ng
the load on the systemw ||
lead to better response tinmes
Gauge Work Queue Size (Number
of Requests) for Wirk Queue
has a current value of '27'.

Per cent)

Work Queue
Nunber of;
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Requests) : : The severity is currently
: : "WARNI NG havi ng assunmed this
severity Mon Aug 11 15:48:50
CDT 2014. If all worker
threads are busy processing
other client requests, then
new requests that arrive will
be forced to wait in the work
gueue until a worker thread
: : : . becones avail abl e
Shown are al arnms of severity [Warning, M nor, Major, Critical]
Use the --alarnBSeverity option to filter this Iist

Indeterminate Alarms

Indeterminate alarms are raised for a server condition for which a severity cannot be determined.
In most cases these alarms are benign and do not issue aerts nor appear in the output of

the st at us tool or Administrative Console by default. These darms are usually caused by

an enabled gauge that isintended to measure an aspect of the server that is not currently
enabled. For example, gauges intended to monitor metrics related to replication may produce
indeterminate alarms if a Directory Server is not currently replicating data. The gauge can be
disabled if needed.

For more information about indeterminate alarms, view the gauge's associated monitor entry.
There may be messages that can help determine the issue. The following is sample output from
the st at us tool run with the —al ar nSeveri t y=i ndet er ni nat e option:

--- Alarnms ---
Severity : Severity Start : Condition . Resource : Details
: Tine : : :
Nor mal : 26/ Aug/ 2014 : Startup Begun : cn=config : The Directory Server
: 14:16: 29 -0500 : : : is starting.
I ndeterminate: 26/ Aug/ 2014 Repli cation © not . The val ue of gauge
: 14:16: 40 -0500 : Latency : available : Replication Latency

(MIliseconds) : : (MIliseconds) could not
: . be determned. The
severity is | NDETERM NATE,
havi ng assuned this
severity Tue Aug 26
14:17: 10 CDT 2014.

The following is an indeterminate alarm for the Replication Latency (Milliseconds) gauge. The
following is a sample search of the monitor backend for this gauge' s entry. The result is an error
message may explain the indeterminate severity:

# | dapsearch -w password --baseDN "cn=nonitor" \
-D'cn=di rectory nmanager" gauge-nanme="Replication Latency (MIliseconds)"

dn: cn=Gauge Replication Latency (MIIliseconds), cn=nonitor
obj ectCl ass: top

obj ect Cl ass: ds-nonitor-entry

obj ect Cl ass: ds-nuneric-gauge-nonitor-entry

obj ect Cl ass: ds-gauge-nonitor-entry

obj ect G ass: extensi bl eObj ect

cn: Gauge Replication Latency (MI1iseconds)

gauge-nanme: Replication Latency (M IIliseconds)

resource:

severity: i ndeterm nat e

sunmary: The val ue of gauge Replication Latency (MIIliseconds) coul d not

be determ ned. The severity is | NDETERM NATE, havi ng assuned
this severity Tue Aug 26 15:42:40 CDT 2014
error-message: No entries were found under cn=nonitor having object
class ds-replica-nonitor-entry
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Working with Administrative Alert Handlers

The Ping Identity Directory Proxy Server provides mechanismsto send alert notificationsto
administrators when significant problems or events occur during processing, such as problems
during server startup or shutdown. The Directory Proxy Server provides a number of alert
handler implementations, including:

Error Log Alert Handler. Sends administrative alerts to the configured server error
logger(s).

Exec Alert Handler. Executes a specified command on the local system if an administrative
alert matching the criteriafor this alert handler is generated by the Directory Proxy Server.
Information about the administrative alert will be made avail able to the executed application
as arguments provided by the command.

Groovy Scripted Alert Handler. Provides aert handler implementations defined in a
dynamically-loaded Groovy script that implements the Scri pt edAl ert Handl er class defined
in the Server SDK.

JMX Alert Handler. Sends administrative aertsto clients using the Java Management
Extensions (JM X) protocol. Ping Identity uses IMX for monitoring entries and requires that
the IMX connection handler be enabled.

SMTP Alert Handler. Sends administrative alerts to clients viaemail using the Simple Mail
Transfer Protocol (SMTP). The server requires that one or more SMTP servers be defined in
the global configuration.

SNMP Alert Handler. Sends administrative alerts to clients using the Simple Network
Monitoring Protocol (SNMP). The server must have an SNMP agent capable of
communicating via SNMP 2c.

SNMP Subagent Alert Handler. Sends SNMP traps to a master agent in response to
administrative alerts generated within the server.

Third Party Alert Handler. Provides alert handler implementations created in third-party
code using the Server SDK.

Configuring the JMX Connection Handler and Alert Handler

Y ou can configure the IMX connection handler and alert handler respectively using the
dsconfi g tool. Any user allowed to receive IMX notifications must have thej nx-r ead and

j m-not i fy privileges. By default, these privileges are not granted to any users (including root
users or global administrators). For security reasons, we recommend that you create a separate
user account that does not have any other privileges but these. Although not shown in this
section, you can configure the IMX connection handler and alert handler using dsconfi g in
interactive command-line mode, which is visible on the " Standard" object menu.
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To Configure the JMX Connection Handler

1. Usedsconfi g to enable the IMX Connection Handler.

$ bin/dsconfig set-connection-handl er-prop \
--handl er- name "JMX Connection Handl er" \

--set enabled:true \
--set listen-port: 1689

2. Add anew non-root user account with thej mx-read and j mx- not i fy privileges. This
account can be added using the | dapnodi fy tool using an LDIF representation like:

dn: cn=JMX User, cn=Root DNs, cn=config
changet ype: add

obj ectCl ass: top

obj ect Cl ass: person

obj ect Cl ass: organi zati onal Per son

obj ect Cl ass: inet OrgPerson

obj ect Cl ass: ds-cfg-root-dn-user

gi venNanme: JMX

sn: User

cn: JMX User

user Password: password
ds-cfg-inherit-default-root-privileges:
ds- cf g-al ternat e- bi nd-dn: cn=JMX User
ds-privil ege-nanme: jnx-read

ds-privil ege-nanme: jnx-notify

To Configure the JMX Alert Handler

» Usedsconfi g to configure the IMX Alert Handler.

$ bin/dsconfig set-alert-handl er-prop --handl er-name "JMX Al ert Handler" \

--set enabl ed: true

Configuring the SMTP Alert Handler

By default, thereis no configuration entry for an SMTP alert handler. To create a new instance
of an SMTP alert handler, use thedsconfi g tool.

Configuring the SMTP Alert Handler

» Usethedsconfi g tool to configure the SMTP Alert Handler.

$ bin/dsconfig create-alert-handler \
--handl er-name "SMIP Al ert Handl er" \
--type snmtp \
--set enabl ed:true \

--set "sender-address: al ert s@xanpl e. com' \
--set "recipient-address: adm ni strat ors@xanpl e. cont' \

--set "message-subject:Directory Admin Alert \%%lert-type\%% \
--set "nmessage-body: Adnmini strative alert:\\n\% %l ert-nessage\ % %
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Configuring the SNMP Subagent Alert Handler

Y ou can configure the SNMP Subagent alert handler using the dsconfi g tool, which isvisible
at the "Standard" object menu. Before you begin, you need an SNM P Subagent capable of
communicating via SNMP2c. For more information on SNMP, see Monitoring Using SNMP.

To Configure the SNMP Subagent Alert Handler

» Usedsconfi g to configure the SNMP subagent alert handler. The ser ver - host - nane isthe
address of the system running the SNMP subagent. The ser ver - por t isthe port number on
which the subagent is running. The conmuni t y- nane is the name of the SNMP community
that is used for the traps.

The Directory Proxy Server also supports a SNMP Alert Handler, which isused in
deployments that do not enable an SNM P subagent.

$ bin/dsconfig set al ert - handl er-prop \
--handl er- name "SNWP Subagent Al ert Handl er" \
--set enabled:true \
--set server-host-nane: host2 \
--set server-port: 162 \
--set community-nane: public

Working with Virtual Attributes

The Ping Identity Directory Proxy Server provides dynamically generated attributes called
virtual attributes for local Directory Proxy Server data. The proxy virtual attributes apply to a
local proxy backend, such ascn=confi g or the Root DSE. If you want to have virtual attributes
in entries for proxied requests, then they must be configured in the backend servers. Alternately,
attributes may be inserted into those entries using proxy transformations. For more information
about configuring proxy transformations, see “ Configuring Proxy Transformations”.

For example, you can define avirtual attribute and assign it to the Root DSE as follows:

$ bin/dsconfig create-virtual-attribute \
--nane defineDescri pti onOnRoot DSE - -type user-defined \
--set enabled:true --set attribute-type: description \
--set filter:objectclass=ds-root-dse --set val ue: Pri maryProxy

If you search the Root DSE using the following LDAP search, you see that the description
attribute now hasthe value pri mar yPr oxy.

$ bin/l dapsearch --baseDN "" --searchScope base --bindDN "" \
- -bi ndPassword "" --port 5389 -- hostnane |ocal host \
"obj ectcl ass=*" description

dn:
descri ption: Pri maryPr oxy
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About the Server SDK

Y ou can create extensions that use the Server SDK to extend the functionality of your Directory
Proxy Server. Extension bundles areinstalled from a .zip archive or afile system directory. Y ou
can use the manage- ext ensi on tool to install or update any extension that is packaged using the
extension bundle format. It opens and |oads the extension bundle, confirms the correct extension
toinstall, stops the server if necessary, copies the bundle to the server install root, and then

restarts the server.
Note: The nmanage- ext ensi on tool may only be used with Java extensions
packaged using the extension bundle format. Groovy extensions do not
L use the extension bundle format. For more information, see the "Building

and Deploying Java-Based Extensions' section of the Server SDK
documentation, which describes the extension bundle format and how to
build an extension.
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Chapter
9 Managing Monitoring

The Ping Identity Directory Proxy Server also provides a flexible monitoring framework that
exposes its monitoring information under the cn=roni t or entry and provides interfaces viathe
PingData® Data Metrics Server, the Administrative Console, SNMP, IMX, and over LDAP.
The Directory Proxy Server also provides atool, the Periodic Stats Logger, to profile server
performance.

This chapter presents the following information:
Topics:

* The Monitor Backend

* Monitoring Disk Space Usage

* Monitoring with the Data Metrics Server

e Monitoring Using SNMP

* Monitoring with the Administrative Console

* Accessing the Processing Time Histogram

* Monitoring with IMX

e Monitoring Using the LDAP SDK

*  Monitoring over LDAP

» Profiling Server Performance Using the Stats Logger
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The Monitor Backend

The Directory Proxy Server exposes its monitoring information under the cn=rroni t or entry.
Administrators can use various means to monitor the servers, including the PingData Data
Metrics Server, through SNMP, the Administrative Console, JConsole, LDAP command-line

tools, and the Periodic Stats Logger. Use the bi n/ st at us tool to display server component

activity and state.

Thelist of all monitor entries can be seen using |dapsearch as follows:

$ bin/l dapsearch --hostnane serverl. exanpl e.com--port 1389 \
- - bi ndDN " ui d=admi n, dc=exanpl e, dc=cont - - bi ndPassword secret \
--baseDN "cn=nonitor" "(objectclass=*)" cn

The following table describes a subset of the monitor entries:

Table 11: Directory Proxy Server Monitoring Components

Component

Description

Active Operations

Provides information about the operations currently being processed by the Directory
Proxy Server. Shows the number of operations, information on each operation, and
the number of active persistent searches.

Backends

Provides general information about the state of an a Directory Proxy Server backend,
including the entry count. If the backend is a local database, there is a corresponding
database environment monitor entry with information on cache usage and on-disk
size.

Client Connections

Provides information about all client connections to the Directory Proxy Server. The
client connection information contains a name followed by an equal sign and a quoted
value (e.g., connlD="15", connectTime="201003082230382", etc.)

Connection Handlers

Provides information about the available connection handlers on the Directory Proxy
Server, which includes the LDAP and LDIF connection handlers. These handlers are
used to accept client connections and to read requests and send responses to those
clients.

Disk Space Usage

Provides information about the disk space available to various components of the
Directory Proxy Server.

General Provides general information about the state of the Directory Proxy Server, including
product name, vendor name, server version, etc.
Index Provides on each index. The monitor captures the number of keys preloaded, and

counters for read/write/remove/open-cursor/read-for-search. These counters provide
insight into how useful an index is for a given workload.

HTTP/HTTPS Connection
Handler Statistics

Provides statistics about the interaction that the associated HTTP connection handler
has had with its clients, including the number of connections accepted, average
requests per connection, average connection duration, total bytes returned, and
average processing time by status code.

JVM Stack Trace

Provides a stack trace of all threads processing within the JVM.

LDAP Connection Handler
Statistics

Provides statistics about the interaction that the associated LDAP connection handler
has had with its clients, including the number of connections established and closed,
bytes read and written, LDAP messages read and written, operations initiated,
completed, and abandoned, etc.
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Component Description

Processing Time Histogram Categorizes operation processing times into a number of user-defined buckets of
information, including the total number of operations processed, overall average
response time (ms), number of processing times between Oms and 1ms, etc.

System Information Provides general information about the system and the JVM on which the Directory
Proxy Server is running, including system host name, operation system, JVM
architecture, Java home, Java version, etc.

Version Provides information about the Directory Proxy Server version, including build ID,
version, revision number, etc.

Work Queue Provides information about the state of the Directory Proxy Server work queue,
which holds requests until they can be processed by a worker thread, including the
requests rejected, current work queue size, number of worker threads, and number
of busy worker threads. The work queue configuration has a noni t or - queue-
ti me property settot r ue by default. This logs messages for new operations with a
gt i e attribute included in the log messages. Its value is expressed in milliseconds
and represents the length of time that operations are held in the work queue.

A dedicated thread pool can be used for processing administrative operations.

This thread pool enables diagnosis and corrective action if all other worker threads
are processing operations. To request that operations use the administrative

thread pool, using the | dapsear ch command for example, use the - -

useAdm ni strati veSessi on option. The requester must have the use-
adm n- sessi on privilege (included for root users). By default, eight threads are
available for this purpose. This can be changed with the num admi ni strati ve-
sessi on-wor ker - t hr eads property in the work queue configuration.

Monitoring Disk Space Usage

The disk space usage monitor provides information about the amount of usable disk space
available for Directory Proxy Server components. The disk space usage monitor evaluates

the free space at |ocations registered through the Di skSpaceConsuner interface by various
components of the server. Disk space monitoring excludes disk locations that do not have server
components registered. However, other disk locations may still impact server performance,
such as the operating system disk, if it becomes full. When relevant to the server, these
locations include the server root, the location of the/ conf i g directory, the location of every

log file, al JE backend directories, the location of the changelog, the location of the replication
environment database, and the location of any server extension that registersitself with the
DiskSpaceConsumer interface.

The disk space usage monitor provides the ability to generate administrative alerts, aswell as
take additional action if the amount of usable space drops below the defined thresholds.

Three thresholds can be configured for this monitor:

* Low spacewarning threshold. Thisthreshold is defined as either a percentage or absolute
amount of usable space. If the amount of usable space drops below this threshold, then the
Directory Proxy Server will generate an administrative alert but will remain fully functional.
It will generate alerts at regular intervals that you configure (such as once a day) unless
action is taken to increase the amount of usable space. The Directory Proxy Server will also
generate additional alerts as the amount of usable space is further reduced (e.g., each time
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the amount of usable space drops below a value 10% closer to the low space error threshol d).
If an administrator frees up disk space or adds additional capacity, then the server should
automatically recognize this and stop generating alerts.

* Low spaceerror threshold. Thisthreshold is also defined as either a percentage or absolute
size. Once the amount of usable space drops below this threshold, then the server will
generate an alert notification and will begin rejecting all operations requested by non-root
users with "UNAVAILABLE" results. The server should continue to generate alerts during
this time. Once the server enters this mode, then an administrator will have to take some
kind of action (e.g., running a command to invoke atask or removing asignal file) before
the server will resume normal operation. This threshold must be less than or equal to the low
space warning threshold. If they are equal, the server will begin rejecting requests from non-
root users immediately upon detecting low usable disk space.

e Out of spaceerror threshold. Thisthreshold may aso be defined as a percentage or
absolute size. Once the amount of usable space drops below this threshold, then the Ping
Identity Directory Proxy Server will generate afinal administrative alert and will shut itself
down. Thisthreshold must be less than or equal to the low space error threshold. If they are
equal, the server will shut itself down rather than rejecting requests from non-root users.

The default configuration uses the same values for the low space error threshold and out of
space error threshold. Thisisto prevent having the server online but rejecting requests, which
will cause problems with applications trying to interact with the server. The low space warning
threshold generates an alert before the problem becomes serious, well in advance of available
disk space dropping to a point that it is critical.

The default values may not be suitable for all disk sizes, and should be adjusted to fit the
deployment. Determining the best values should factor in the size of the disk, how big the
database may become, how much space log files may consume, and how many backups will be
stored.

The threshold values may be specified either as absolute sizes or as percentages of the total
available disk space. All values must be specified as absolute values or as percentages. A mix
of absolute values and percentages cannot be used. The low space warning threshold must be
greater than or equal to the low space error threshold, the low space error threshold must be
greater than or equal to the out of space error threshold, and the out of space error threshold
must be greater than or equal to zero.

If the out of space error threshold is set to zero, then the server will not attempt to automatically
shut itself down if it detects that usable disk space has become critically low. If the amount of
usabl e space reaches zero, then the database will preserveits integrity but may enter a state
inwhich it rejects all operations with an error and requires the server (or at least the affected
backends) to be restarted. If the low space error threshold is also set to zero, then the server will
generate periodic warnings about low available disk space but will remain fully functional for as
long as possible. If al three threshold values are set to zero, then the server will not attempt to
warn about or otherwise react to alack of usable disk space.
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Monitoring with the Data Metrics Server

The Data Metrics Server is an invaluable tool for collecting, aggregating and exposing historical
and instantaneous data from the various Ping ldentity serversin adeployment. The Data Metrics
Server relies on a captive PostgreSQL data store for the metrics, which it collects from internal
instrumentation across the instances, replicas, and data centersin your environment. The data
isavailable viaaMonitoring API that can be used to build custom dashboards and monitoring
applications to monitor the overall health of your Ping Identity Platform system. For more
information, see the PingData Data Metrics Server Administration Guide.

Monitoring Key Performance Indicators by Application

The Ping Identity Directory Proxy Server can be configured to track many key performance
metrics (for example, throughput and response-time) by the client applications requesting them.
Thisfeature is invaluable for measuring whether the Ping Identity identify infrastructure meets
all of your service-level agreements (SLA) that have been defined for client applications.

When enabled, the per-application monitoring data can be accessed in the cn=noni t or backend,
the Periodic Stats Logger, and made available for collection by the PingData Data Metrics
Server. See the “Profiling Server Performance Using the Periodic Stats Logger” for more
information on using that component. Also, see the Directory Proxy Server Configuration
section of the PingData Data Metrics Server Administration Guide for details on configuring
the server to expose metrics that interest you. Tracked application information is exposed in the
Data Metrics Server by metrics having the "application-name’ dimension. See the documentation
under docs/ et ri cs of the Data Metrics Server for information on which metrics are available
with the "application-name’ dimension.

Configuring the External Servers

Before you install the Data Metrics Server, you need to configure the servers you will be
monitoring: Ping Identity Directory Server, Ping Identity Directory Proxy Server, and Data
Sync Server. The Data Metrics Server requires all serversto be version 3.5.0 or later. Seethe
administration guides for each product for installation instructions.

Once you have installed the Directory Proxy Server, you can use the dsconfi g tool to make
configuration changes for the Data Metrics Server. When using the dsconf i g tool interactively,
set the complexity level to Advanced, so that you can make all the necessary configuration
changes.

Preparing the Servers Monitored by the Data Metrics Server

The Metrics Backend manages the storage of metrics and provides access to the stored blocks
of metricsviaLDAP. The Metrics Backend is configured to keep a maximum amount of metric
history based on log retention policies. The default retention policy uses the Default Size Limit
Retention Policy, Free Disk Space Retention Policy, and the File Growth Limit Policy, limiting
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the total disk space used to 500 MB. This amount of disk typically contains more than 24 hours
of metric history, which is ample. The Directory Proxy Server keeps a metric history so that the
Data Metrics Server can be down for a period and then catch up when it comes back online.

The following two commands create a Retention Policy that limits the number of files to 2000,
and sets the Metrics Backend to flush data to a new file every 30 seconds.

$ bin/dsconfig create-log-retention-policy \
--policy-nane StatsCollectorRetentionPolicy \
--type file-count --set nunber-of-files: 2000

$ bin/dsconfig set-backend-prop \
- -backend- name netrics --set sanple-flush-interval:30s \
--set retention-policy:StatsColl ectorRetentionPolicy

These commands configure the Metrics Backend to keep 16 hours of metric history, which
consumes about 250 MB of disk, ensuring that captured metrics are available to the Data
Metrics Server within 30 seconds of when the metric was captured. The value of the sanpl e-
flush-interval attribute determinesthe maximum delay between when a metric is captured
and when it can be picked up by the Data Metrics Server.

Theflush interval can be set between 15 seconds and 60 seconds, with longer values resulting

in less processing load on the Data Metrics Server. However, this flush interval increases the
latency between when the metric was captured and when it becomes visible in the Dashboard
Application. If you change the sanpl e-f1 ush-i nt erval attribute to 60 seconds in the example
above, then the Directory Proxy Server keeps 2000 minutes of history. Because the number of
metrics produced per unit of time can vary depending on the configuration, no exact formula can
be used to compute how much storage is required for each hour of history. However, 20 MB per
hour is agood estimate.

Configuring the Processing Time Histogram Plugin

The Processing Time Histogram plugin is configured on each Directory Proxy Server and
Directory Proxy Server as aset of histogram bucket ranges. When the bucket ranges for a
histogram change, the Data Metrics Server notices the change and marks samples differently.
This process allows for histograms with the same set of bucket definitions to be properly
aggregated and understood when returned in aquery. If different servers have different bucket
definitions, then a single metric query cannot return histogram data from the servers.

Y ou should try to keep the Processing Time Histogram bucket definitions the same on all
servers. Having different definitions restricts the ability of the Data Metrics Server API
to aggregate histogram data across servers and makes the results of a query asking "What
percentage of the search requests took less than 12 milliseconds?' harder to understand.

For each server in your topology, you must set the separ at e- moni t or - ent ry- per - t r acked-
appl i cat i on property of the processing time histogram plugin to true. This property must be
set to expose per-application monitoring information under cn=noni t or . When the separ at e-
moni t or - ent ry- per -t racked- appl i cat i on property is set to true, then the per - appl i cat i on-
| dap- st at s property must be set to per - appl i cat i on- onl y on the Stats Collector Plugin and
viceversa.
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For example, the following dsconf i g command line sets the required properties of the
Processing Time Histogram plugin:

$ bin/dsconfig set-plugin-prop --plugin-name “Processing Tine H stogranf \
--set separate-nonitor-entry-per-tracked-application:true

The following dsconf i g command line setsthe per - appl i cat i on- | dap- st at s property of the
Stats Collector plugin to per - appl i cati on-onl y:

$ bin/dsconfig set-plugin-prop --plugin-nane “Stats Collector” \
--set per-application-|dap-stats: per-application-only

Setting the Connection Criteria to Collect SLA Statistics by Application

If you want to collect data about your SLAS, you need to configure connection criteriafor each
Service Level Agreement that you want to track. The connection criteria are used in many
areas within the server. They are used by the client connection policies, but they can aso be
used when the server needs to perform matching based on connection-level properties, such
asfiltered logging. For assistance using connection criteria, contact your authorized support
provider.

For example, imagine that we are interested in collecting statistics on data that is accessed by
clients authenticating as the Directory Manager. We need to create connection criteria on the
Directory Proxy Server that identifies any user authenticating as the Directory Manager. The
connection criteria name corresponds to the appl i cat i on- name dimension value that clients
will specify when accessing the data viathe API. When you define the Connection Criteria,
changethei ncl uded- user - base- dn property to include the Directory Manager’s full LDIF
entry.

The following dsconf i g command line creates connection criteriafor the Directory Manager:

$ bin/dsconfig create-connection-criteria \
--criteria-nanme “Directory Manager” \

--type sinple \
--set “included-user-base-dn:cn=Directory Mnager, cn=Root DNs, cn=confi g”

Updating the Global Configuration

Y ou also need to create Global Configuration-tracked applications for each app (connection
criteria) you intend to track. Thet r acked- appl i cat i on property alows individua applications
to beidentified in the server by connection criteria. The name of the tracked application is the
same as the name you defined for the connection criteria.

For example, the following dsconf i g command line adds the connection criteriawe created in
the previous step to the list of tracked applications:

$ bin/dsconfig set-global-configuration-prop \
--set "tracked-application: D rectory Manager”

Thevaue of thet racked- appl i cat i on field corresponds to the value of the appl i cat i on-
name dimension value that clients will specify when accessing the dataviathe API.
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Proxy Considerations for Tracked Applications

In aproxy environment, the criteria should be defined in the Directory Proxy Server since the
Directory Proxy Server passes the application name through to the Directory Server in the
intermediate client control. If a client of the Directory Proxy Server or Directory Server happens
to use the intermediate client control, then the client name specified in the control will be used
as the application name regardless of the criterialisted inthet r acked- appl i cat i on property.

Monitoring Using SNMP

The Ping Identity Directory Proxy Server supports real-time monitoring using the Simple
Network Management Protocol (SNMP). The Directory Proxy Server provides an embedded
SNMPv3 subagent plugin that, when enabled, sets up the server as a managed device and
exchanges monitoring information with a master agent based on the AgentX protocol.

SNMP Implementation

In atypical SNMP deployment, many production environments use a network management
system (NMS) for a unified monitoring and administrative view of all SNMP-enabled devices.
The NM S communi cates with a master agent, whose main responsibility is to trangdlate the

SNMP protocol messages and multiplex any request messages to the subagent on each managed
device (for example, Directory Proxy Server instance, Directory Proxy Server, Data Sync
Server, or OS Subagent). The master agent also processes responses or traps from the agents.
Many vendors provide commercial NM S systems, such as Alcatel-Lucent (OmnivistaEMS),

HP (OpenView), IBM-Tivoli (Netview), Oracle-Sun (Solstice Enterprise Manager), and others.
Specific discussion on integrating an SNMP deployment on an NM S system is beyond the scope
of this chapter. Consult with your NM S system for specific information.

The Ping Identity Directory Proxy Server contains an SNM P subagent plug-in that connects

to a Net-SNMP master agent over TCP. The main configuration properties of the plug-in are
the address and port of the master agent, which default to localhost and port 705, respectively.
When the plug-inisinitialized, it creates an AgentX subagent and a managed object server,

and then registers as a MIB server with the Directory Proxy Server instance. Once the plug-

in's startup method is called, it starts a session thread with the master agent. Whenever the
connection islost, the subagent automatically attempts to reconnect with the master agent. The
Directory Proxy Server’s SNMP subagent plug-in only transmits read-only values for polling or
trap purposes (set and inform operations are not supported). SNM P management applications
cannot perform actions on the server on their own or by means of an NM S system.
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Figure 9: Example SNMP Deployment

One important note is that the Ping Identity Directory Proxy Server was designed to interface
with aNet-SNMP (version 5.3.2.2 or later) master agent implementation with AgentX over
TCP. Many operating systems provide their own Net-SNM P module, such as the System
Management Agent (SMA) on Solaris or OpenSolaris. However, SMA disables some features
present in the Net-SNM P package and only enables AgentX over UNIX Domain Sockets, which
cannot be supported by Java. If your operating system has a native Net-SNM P master agent

that only enables UNIX Domain Sockets, you must download and install a separate Net-SNMP
binary from its web site.

Configuring SNMP

Because all server instances provide information for acommon set of MIBs, each server
instance provides itsinformation under a unique SNMPv3 context name, equal to the server
instance name. The server instance name is defined in the Globa Configuration, and is
constructed from the host name and the server LDAP port by default. Consequently, information
must be requested using SNMPv3, specifying the context name that pertains to the desired
server instance. This context nameis limited to 30 characters or less. Any context name longer
than 30 characters will result in an error message. Since the default context nameis limited to
30 characters or less, and defaults to the server instance name and the LDAP port number, pay
specia attention to the length of the fully-qualified (DNS) hostname.

Note: The Directory Proxy Server supports SNMPv3, and only SNMPv3

[:-:;; can access the MIBs. For systems that implement SNMP v1 and v2c, Net-
SNMP provides a proxy function to route requests in one version of SNMP
to an agent using a different SNMP version.

To Configure SNMP

1. Enablethe Directory Proxy Server's SNMP plug-in using the dsconf i g tool. Make sure to
specify the address and port of the SNMP master agent. On each Directory Proxy Server
instance, enable the SNMP subagent. Note that the SNMPv3 context nameis limited to
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30 bytes maximum. If the default dynamically-constructed instance name is greater than
30 bytes, there will be an error when attempting to enable the plugin. Enable the SNMP
Subagent Alert Handler so that the sub-agent will send traps for administrative alerts
generated by the server.

$ bin/dsconfig set-alert-handler-prop \
- -handl er - name " SNWMP Subagent Al ert Handler" --set enabl ed:true

View the error log. You will see a message that the master agent is not connected, because it
isnot yet online.

The SNWP sub-agent was unable to connect to the nmaster
agent at | ocal host/705: Ti meout

Edit the SNMP agent configuration file, snnpd. conf , which is often located in/ et ¢/ snnp/
snnpd. conf . Add the directive to run the agent as an AgentX master agent:

mast er agent x agent XSocket tcp: | ocal host: 705

Note that the use of | ocal host means that only sub-agents running on the same host can
connect to the master agent. This requirement is necessary since there are no security
mechanismsin the AgentX protocol.

Add the trap directive to send SNMPV2 trapsto | ocal host with the community name, public
(or whatever SNMP community has been configured for your environment) and the port.

trap2si nk | ocal host public 162

To create a SNMPv3 user, add the following linesto the/ et ¢/ snip/ snnpd. conf file.

rwiser initial
createUser initial MD5 setup_passphrase DES

Run the following command to create the SNMPv3 user.

snnpusm -v3 -u initial -n "" -1 authNoPriv -a MD5 - A setup_passphrase \
| ocal host create snnpuser initial

. Start the snnpd daemon and after afew seconds you should see the following message in the

Directory Proxy Server error log:

The SNWP subagent connected successfully to the master agent
at | ocal host: 705. The SNWP context nanme is host.exanpl e.com 389

Set up atrap client to see the alerts that are generated by the Directory Proxy Server. Create a
config filein/t mp/ snnpt r apd. conf and add the directive below to it. The directive specifies
that the trap client can process traps using the public community string, and can log and
trigger executable actions.

aut hcommunity | og, execute public

Install the MIB definitions for the Net-SNMP client tools, usually located in the/ usr/
shar e/ snnp/ mi bs directory.

$ cp resource/ mb/* [usr/share/snnp/ m bs
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10.Then, run the trap client using the snnpt r apd command. The following example specifies
that the command should not create anew process using f or k() from the calling shell (- ),
do not read any configuration files (- C) except the one specified with the - ¢ option, print to
standard output (- Lo), and then specify that debugging output should be turned on for the
User-based Security Module (- busm). The path after the - Moption is adirectory that contains
the MI1Bs shipped with our product (i.e., server-r oot/ resource/ mb) .

$ snmptrapd -f -C -c /tnp/snnptrapd. conf -Lf /root/trap.log -Dusm\
-mall -M +/usr/share/snnp/ m bs

11.Run the Net-SNMP client tools to test the feature. The following options are required: -
v <SNMP versi on>, -u <user name>,-A <user password>, -l <security level > -n
<context nane (instance nane)>. The-mall optionloadsall MIBsin the default MIB
directory in/ usr/ shar e/ snnp/ ni bs o0 that MIB names can be used in place of numeric

OIDs.

$ snnpget -v 3 -u snnpuser -A password -l authNoPriv -n host.exanple.com 389 \
-mall |ocal host | ocal DBBackendCount. O

$ snnpwal k -v 3 -u snnpuser -A password -1 authNoPriv -n host.exanple.com 389 \
-mall |ocal host systenftatus

Configuring SNMP on AIX

Native AIX SNMP implementations do not support AgentX sub-agents, which is a requirement
for the Ping Identity Directory Proxy Server. To implement SNMP on AlX platforms, any
freely-available net - snnp package must be installed.

Special care must be made to ensure that you are using the net - snnp binary packages and not
the native snmp implementation. Third-party net-snmp binary packages typically install under /
opt/ f reewar e and have the following differences:

Native Daenon: /usr/sbin/snmpd
Native Configuration File: /etc/snnpd.conf, /etc/snnpdv3.conf
Native Daenpn Start and Stop: startsrc -s snnpd, stopsrc -s snnpd

net -snnp Daenon: /opt/freeware/sbin/snnpd
net-snnp Configuration File: /opt/freeware/etc/snnp/snnpd. conf
net-snnp start and stop: /etc/rc.d/init.d/snnmpd start|stop

When configuring an SNMP implementation on Al X, remember to check the following items so
that the Directory Proxy Server isreferencing the net - snnp installation:

» Theshell PATH will reference the native implementation binaries. Adjust the PATH variable
or invoke the net - snnp binaries explicitly.

* If the native daemon is not stopped, there will likely be port conflicts between the native
daemon and the net - snnp daemon. Disable the native daemon or use distinct port numbers
for each.

SNMP on AIX Security Considerations

On AgentX sub-agent-compliant systems, it is recommended to use agent XSocket
t cp: | ocal host : 705 to configure the net-snmp master agent to allow connections only from
sub-agents located on the same host. On AlX systems, it is possible to specify an external IP
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network interface (for example, agent XSocket tcp: 0. 0. 0. 0: 708 would listen on all external
IP interfaces), which would allow the Ping Identity Directory Proxy Server to be located on a
different host to the snmp master agent.

Whileit is possible to implement non-local sub-agents, administrators should understand

the security risks that are involved with this configuration. Primarily, because there is no
communication authentication or privacy between the Ping Identity Directory Proxy Server and
the master agent. An eavesdropper might be able to listen in on the monitoring data sent by the
Ping Identity Directory Proxy Server. Likewise, arogue sub-agent might be able to connect to
the master agent and provide false monitoring data or deny access to SNMP monitoring data.

In generdl, it is recommended that sub-agents be |ocated on the same host as the master agent.

MIBS

The Directory Proxy Server provides SMIv2-compliant MIB definitions (RFC 2578, 2579,
2580) for distinct monitoring statistics. These MIB definitions are to be found in text files under
resour ce/ ni b directory under the server root directory.

Each MIB provides managed object tables for each specific SNMP management information as
follows:

* LDAP Remote Server MIB. Provides information related to the health and status of the
LDAP servers that the Directory Proxy Server connects to, and statistics about the operations
invoked by the Directory Proxy Server on those LDAP servers.

» LDAP Statistics MIB. Provides a collection of connection-oriented performance datathat is
based on a connection handler in the Directory Proxy Server. A server typically contain only
one connection handler and therefore supplies only one table entry.

» Local DB Backend MIB. Provides key metrics related to the state of the local database
backends contained in the server.

» Processing Time MIB. Provides a collection of key performance data related to the
processing time of operations broken down by several criteria but reported as asingle
aggregated data set.

» Replication MIB. Provides key metrics related to the current state of replication, which can
help diagnose how much outstanding work replication may have to do.

» System Status MIB. Provides a set of critical metrics for determining the status and health
of the system in relation to its work load.

For information on the available monitoring statistics for each MIB available on the Directory
Server and the Directory Proxy Server, see the text files provided in ther esour ce/ i b directory
below the server installation.

The Directory Proxy Server generates an extensive set of SNMP traps for event monitoring.
The traps display the severity, description, name, OID, and summary. For information about the
available dert types for event monitoring, seether esour ce/ mi b/ UNBOUNDI D- ALERT- M B. t xt
file.
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Monitoring with the Administrative Console

Ping ldentity has a Administrative Console for administrators to configure the directory server.
The console also provides a status option that accesses the server's monitor content.

To View the Monitor Dashboard
1. Ensurethat the Directory Proxy Server is running.

2. Open abrowser to http: // server - nane: 8443/ consol e.

w

. Typetheroot user DN and password, and then click L ogin.

N

. Usethe top leved navigation dropdown and select 'Status.'

5. Onthe Administrative Consol€e's Status page, select the Monitors tab.

Accessing the Processing Time Histogram

The Ping Identity Directory Proxy Server provides a processing time histogram that classifies
operation response time into user-defined buckets. The histogram tracks the processing on a
per operation basis and as a percentage of the overall processing time for all operations. It also
provides statistics for each operation type (add, bind, compare, delete, modify, modify DN,
search).

To Access the Processing Time Histogram
1. Onthe Administrative Console, click Server Monitors.

2. Click Processing Time Histogram. Other monitor entries can be accessed in similar ways.

Monitoring with JMX

The Ping Identity Directory Proxy Server supports monitoring the VM ™ through a Java
Management Extensions (JMX ™) management agent, which can be accessed using JConsole
or any other kind of IMX client. The IMX interface provides VM performance and resource
utilization information for applications running Java. Y ou can monitor generic metrics exposed
by the JVM itself, including memory pools, threads, loaded classes, and MBeans, aswell as all
the monitor information that the Directory Proxy Server provides. Y ou can also subscribe to
receive IMX notifications for any administrative alerts that are generated within the server.
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Running JConsole

Before you can access JConsole, you must configure and enable the IM X Connection Handler
for the Directory Proxy Server using the dsconfi g tool. See Configuring the IMX Connection

Handler and Alert Handler.

To invoke the JConsole executable, typej consol e on the command line. If JDK_HOME is not
set in your path, you can access JConsole in the bi n directory of the JDK_HOMVE path.

To Run JConsole
1. UseJcConsol e to open the Java Monitoring and Management Console. Y ou can aso run

JConsole to monitor a specific process ID for your application: j consol e PI D. Or you can
run JConsole remotely using: j consol e host nane: port .

$ jconsol e

Note: If SSL isconfigured on the IMX Connection Handler, you must
specify the Directory Proxy Server jar file in the class path when running
j consol e over SSL. For example, run the following j consol e command:

$ jconsole \

-J-Djavax. net.ssl.trust Store=/path/to/certStores/truststore \

-J-Dj avax. net. ssl . trust St or ePasswor d=secret \

-J- D ava. cl ass. pat h=$SERVER_RQOOT/ Pi ngDi r ect or yProxy. j ar:/Li brary/
Java/ JavaVi rt ual Machi nes/j dk-versi on. j dk/ Cont ent s/ Hone/ | i b/

jconsol e.jar

2. Onthe Java Monitoring & Administrative Console, click Local Process, and then click
the PID corresponding to the directory server.

® O O Java Monitoring &

ConnectionWindow _Help

OO0 JConsole: New Connection

New Connection =

server.core.DirectoryServer.... 639
gent will be enabled

PID
1147

on this process,

3. Review the resource monitoring information.
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000 Java Monitoring & onsole
Connection  Window Help

© 00 pid: 639 com.unboundid.direc yServer -~configClass com.unboundid.directory.
Overview | Memory Threads Classes VM Summary _MBeans "y

Time Range: [ All =]

Heap Memory Usage Threads
200 Mb 50

150 Mb = o o
T i

100 Mb 40
1332 1333 1332 1333
Used: 148.1 Mb _ Committed: 1.1Gb _ Max: 1.1 Gb Live: 48 Peak: 48 Total: 49

Classes CPU Usage
4000 [ Lo 5%

o ‘\/\/\/\_/\/\/\/\ o« Tl

3,000 0%
1332 1333 1332 1333
Loaded: 3,897 Unloaded: 0 _Total: 3,897 CPU Usage: 1.6%

Monitoring the Directory Proxy Server Using JConsole

Y ou can set up JConsole to monitor the Directory Proxy Server using a remote process. Make
sure to enable the IMX Connection Handler and to assign at least thej nx- r ead privilege

to aregular user account (thej mx- noti fy privilegeis required to subscibe to receive IMX
notifications). Do not use aroot user account, as this would pose a security risk.

To Monitor the Directory Proxy Server using JConsole

1. Start the Directory Proxy Server.

$ bin/start-ds

2. Enable the IMX Connection handler using the dsconfi g tool. The handler is disabled by
default. Remember to include the LDAP connection parameters (hostname, port, bindDN,
bindPassword).

$ bin/dsconfig set-connection-handl er-prop \
--handl er-name "JMX Connecti on Handl er" --set enabl ed:true

3. Assignjnx-read,jm-wite,andjnx-notify (if the user receives notifications) to the user.

$ bin/ldapnodi fy --hostnanme serverl. exanpl e.com--port 1389 \
--bindDN "cn=Directory Manager" --bindPassword secr et

dn: ui d=adm n, dc=exanpl e, dc=com

changetype: nodify

repl ace: ds-privil ege-nanme

ds-privil ege-nanme: jnx-read

ds-privilege-nanme: jnk-wite

ds-privil ege-nanme: jnx-notify

4. OntheJava Monitoring & Administrative Console, click Remote Process, and enter the
following IMX URL using the host and port of your Directory Proxy Server.

service:jmk:rm:///jndi/rm://<host>: <port>/
com unboundi d. di rect ory. server. protocol s.j nx. client - unknown
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5. Inthe Username and Passwor d fields, type the bind DN and password for a user that has at
least thej nx-r ead privilege. Click Connect.

©® OO JavaMonitoring & Console
Connection Window _Help
®.0.0, JConsole: New Connection
B
¢
New Connection e
O Local Process:
"o
com.unboundid.directory.server.core.DirectoryServer... 1478
org rtup.Boot: art 700
sun.tools.jconsole.JConsole 1566

© Remote Process:

kervice:jmx:rmi:// /jndi/rmi:/ flocalhost:1689/com.unbounc
Usage: <hostname>-<port> OR servicej mx <protocol>: <sap>

Username: | uid=admin user| Password: |essesscee

(“Connect ) (_Cancel )

6. Click com.unboundid.directory.server, and expand the r oot DSE node and the cn- noni t or
sub-node.

Java Monitoring & Management Console

Connection Window Help
©® O O cn=Directory icesj i/ //ndi/rmi: | /localhost:1689/c boundid. directory. tocols.jmx.client.
["Overview | Memory weads | Classes | VM Summary /=MBeansi) &=

» [ )Mimplementation
v 8 com.unboundid.directory.server
¥ [ rootDSE
» @ cn-config
v 3 cn-monitor

» @ cn-Active_Operations
@ cn-Client_Connections
® cn-Disk_Space_Usage
@ cn-Entry_Caches
@ cn-JMX_Connection_Handler_1689
@ cn-JVM_Memory_Usage
@ cn-JVM_Stack_Trace
@ cn-LDAP_Connection_Handler_0000_port_3389
@ cn-LDAP_Connection_Handler_0000_port_3389_Statistics
@ cn-LDIF_Connection_Handler
@ cn-Processing_Time_Histogram
 cn-System_information
@ cn-Version
@ cn-Work_Queue
@ cn-adminRoot_Backend
@ cn-adstruststore_Backend
@ cn-backup_Backend
@ cn-config_Backend
@ cn-monitor_Backend
@ cn-schema_Backend
@ cn-tasks_Backend
@ cn-userR oot_Backend
@ cn-userR oot_Database_Environment
@ rootDSEnull

VY YYYYYYYYYVYYVYYYVYVYYYY

v

7. Click amonitoring entry. In this example, click the LDAP Connection Handler entry.
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Connection  Window _Help

© 0 O cn=Directory. 1/ /jndi/rmi:/ /localhost:1689/c: o] e o et oo
lemory eads | Classes VM Summary MBeansy) 3
¥ [ )Mimplementation ‘Attribute
¥ (5 com.unboundid.directory.server Name Value
aband onRequests 0
® addRequests 0
addRespons 0
- bindRequests 155
g bindResponses 155
> byteskead 92264
> by 5150388
> @ Handler_1689 com| g
cor
e = con losed 151
- connecti 155
v @ delet ts 0
deleteResponses 0
0
0
ds-connectionhandler-connection ! hea hoos
Idaphlessageswiritien 4383
0
v @ cn-LDAP_Connection_Handler_0000_port_3389_54 | | modifyDNResponses 0
» sts 4
@ ction_Handler 4
> @a 0
733
» 881
> 574
> 3650
> 0
. sea Done 574
. unbindRequests 148
>
>
>
>
Refresh

Monitoring Using the LDAP SDK

Y ou can use the monitoring API to retrieve monitor entries from the Directory Proxy Server as
well asto retrieve specific types of monitor entries.

For example, you can retrieve all monitor entries published by the Directory Proxy Server and
print the information contained in each using the generic API for accessing monitor entry data as
follows:

for (MnitorEntry e : MonitorManager. get MonitorEntries(connection))

{
System out. println("Mnitor Nane: " + e.getMnitorName());
System out. println("Mnitor Type: " + e.getMnitorDi splayName());
Systemout.println("Mnitor Data:");
for (MnitorAttribute a : e.getMnitorAttributes().values())

for (Onject value : a.getValues())

Systemout.println(" " + a.getDisplayName() + ": " + String.val ueO (val ue));
}

System out. println();

}

For more information about the LDAP SDK and the methods in this example, see the LDAP
SDK documentation.

Monitoring over LDAP

The Ping Identity Directory Proxy Server exposes a magjority of itsinformation under the
cn=noni t or entry. Y ou can access these entries over LDAP using the| dapsear ch tool.
$ bin/l dapsearch --hostnanme serverl. exanple.com--port 1389 \

--bi ndDN "ui d=admi n, dc=exanpl e, dc=con' - - bi ndPassword secret \
--baseDN "cn=nonitor" "(objectclass=*)"
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Profiling Server Performance Using the Stats Logger

The Directory Proxy Server ships with a built-in Stats Logger that is useful for profiling server
performance for a given configuration. At a specified interval, the Stats Logger writes server
statisticsto alog file in a comma-separated format (.csv), which can be read by spreadshest
applications. The logger has a negligible impact on server performance unlessthe | og-

i nterval property issettoavery small value (lessthan 1 second). The statistics logged and
their verbosity can be customized.

The Stats Logger can also be used to view historical information about server statistics including
replication, LDAP operations, host information, and gauges. Either update the configuration of
the existing Stats L ogger Plugin to set the advanced gauge- i nf o property to basi ¢/ ext ended
toinclude thisinformation, or create a dedicated Periodic Stats Logger for information about
statistics of interest.

To Enable the Stats Logger

By default, the Directory Proxy Server ships with the built-in " Stats Logger' disabled. To enable
it using the dsconf i g tool or the Administrative Console, go to Plugins menu (available on the
Advanced object menu), and then, select Stats Logger.

1. Rundsconfi g ininteractive mode. Enter the LDAP or LDAPS connection parameters when
prompted.

$ bin/dsconfig

2. Enter o to change to the Advanced Objects menu.

3. On the main menu, enter the number for Plugins.

4. On the Plugin menu, enter the number corresponding to view and edit an existing plug-in.

5. Onthe Plugin selection list, enter the number corresponding to the Stats L ogger.

6. On the Stats L ogger Plugin menu, enter the number to set the enabl ed property to TRUE.
When done, enter  to save and apply the configuration. The default logger will log
information about the server every second to <ser ver - r oot >/ | ogs/ dsst at s. csv. If the

server isidle, nothing will be logged, but this can be changed by setting the suppr ess-i f -
i dl e property to FALSE (suppress-i f-i dl e=f al se).

>>>> Configure the properties of the Stats Logger Plugin

Property Val ue('s)

1) description Logs performance stats to a log file
periodically.

2) enabl ed fal se

3) | ocal - db- backend-i nfo basi c

4) replication-info basi c

5) entry-cache-info -

6) host-info -

7) i ncl uded- | dap- application If per-application LDAP stats is enabl ed,
then stats will be included for all

242



Managing Monitoring

appl i cations.

8) | og-interval 1ls

9) col l ection-interval 200 ns

10) suppress-if-idle true

11) header-prefi x-per-col um fal se

12) enpty-instead-of-zero true

13) |ines-between-header 50

14) incl uded-| dap- st at active-operations, num connections,
op- count - and- | at ency, wor k- queue

15) incl uded-resource-stat menory-utilization

16) histogramf ornat count

17) hi stogram op-type al |

18) per-application-|ldap-stats aggregate-only

19) | dap-changel og-i nfo -

20) gauge-info none

21) log-file | ogs/ dsstats. csv

22) log-file-perm ssions 640

23) append true

24) rotation-policy Fi xed Time Rotation Policy, Size Limt
Rot ati on Policy

25) retention-policy File Count Retention Policy

?) hel p

f) finish - apply any changes to the Periodic Stats Logger Plugin

a) hi de advanced properties of the Periodic Stats Logger Plugin

d) di spl ay the equival ent dsconfig command lines to either re-create this

object or only to apply pendi ng changes
b) back
a) quit

Enter choice [b]:

7. Runthe Directory Proxy Server. For example, if you are running in atest environment, you
can run the sear ch- and- nod- r at e tool to apply some searches and modifications to the
server. You can run sear ch- and- nod- r at e - - hel p to see an example command.

8. View the Statslog output at <ser ver - r oot >/ | ogs/ dsst at s. csv. You can open thefilein

a spreadsheet. The following image displays a portion of the file's output. On the actual file,
you will need to scroll right for more statistics.

To Configure Multiple Periodic Stats Loggers

Multiple Periodic Stats Loggers can be created to log different statistics, view historical
information about gauges, or to create alog at different intervals (such as logging cumulative
operations statistics every hour). To create a new log, use the existing Stats Logger as atemplate
to get reasonabl e settings, including rotation and retention policy.
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1. Rundsconfi g by repeating steps 1-3 in To Enable the Stats Logger.
2. From the Plugin management menu, enter the number to create a new plug-in.

3. Fromthe Create a New Periodic Stats L ogger Plugin menu, enter t to use an existing plug-
in as atemplate.

4. Enter the number corresponding to the existing stats logger as a template.

5. Next, enter adescriptive name for the new stats logger. For this example, type st at s
Logger - 10s.

6. Enter thelog file path to the file. For this example, typel ogs/ dsst at s2. csv.
7. On the menu, make any other change to the logger. For this example, change the | og-
i nterval to 10s, and thesuppress-if-idl e to false. When finished, enter f to save and

apply the configuration.

8. You should now seetwo loggersdsst at s. csv and dsst at s2. csv inthel ogs directory.

Adding Custom Logged Statistics to a Periodic Stats Logger

Add custom statistics based on any attribute in any entry under cn=moni t or using the Custom
Logged Stats object. This configuration object provides powerful controls for how monitor
attributes are written to the log. For example, you can extract a value from a monitor attribute
using aregular expression. Newly created Custom Logged Stats will automatically be included
in the Periodic Stats Logger output.

Besides allowing a straight pass-through of the values using the 'raw' statistic-type, you can
configure attributes to be treated as a counter (where the interval includes the difference in the
value since the last interval), an average, a minimum, or a maximum value held by the attribute
during the specified interval. The value of an attribute can also be scaled by afixed value or by
the value of another monitor attribute.

Note: Custom third-party server extensions that were written using the
Server SDK can also expose interval statistics using a Periodic Stats Logger.
L The extension must first implement the SDK's Moni t or Provi der interface
- and register with the server. The monitor attributes produced by this custom
Moni t or Provi der arethen available to be referenced by a Custom Logged
Stats object.

To illustrate how to configure a Custom Logged Statistics Logger, the following procedure
reproduces the built-in "Consumer Total GB" column that shows up in the output when the

i ncl uded-resour ce- st at property is set to memory-utilization on the Periodic Stats Logger.
The column is derived from thet ot al - byt es- used- by- nenor y- consuner s attribute of the
cn=JVM Menory Usage, cn=noni t or entry asfollows:

dn: cn=JVM Menory Usage, cn=noni t or

obj ectCl ass: top
obj ectClass: ds-nonitor-entry
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obj ect Cl ass: ds-nenory-usage-nonitor-entry
obj ect G ass: extensi bl eObj ect
cn: JVM Menory Usage

ibial-bytes-used-by-nenury-consuners: 3250017037

To Configure a Custom Logged Statistic Using dsconfig Interactive

1. Rundsconfi g and enter the LDAP/LDAPS connection parameters when prompted.

$ bin/dsconfig

2. Onthe Directory Proxy Server configuration main menu (Advanced Objects menu), enter the
number corresponding to Custom Logged Stats.

3. On the Custom Logged Stats menu, enter the number corresponding to Create a new Custom
Logged Stats.

4. Select the Stats Logger Plugin from thelist if more than oneis present on the system. If you
only have one stats logger, press Enter to confirm that you want to use the existing plugin.

5. Enter a descriptive name for the Custom Logged Stats. For this example, enter Menor y
Usage.

6. From the noni t or - obj ect ¢l ass property menu, enter the objectclass attribute to monitor.
For this example, enter ds- menor y- usage- noni t or -ent ry. YOU can run | dapsear ch using
the base DN "cn=JVM Memory Usage,cn=monitor" entry to view the entry.

7. Next, specify the attributes of the monitor entry that you want to log in the stats logger. In
this example, enter t ot al - byt es- used- by- menor y- consumer s, and then press Enter again
to continue.

8. Next, specify the type of statistics for the monitored attribute that will appear in the log file.
In this example, enter the option for raw statistics as recorded by the logger.

9. Inthe Custom Logged Stats menu, review the configuration. At this point, we want to set up
a column name that lists the Memory Usage. Enter the option to change the col urm- nane

property.

10.Next, we want to add a specific label for the column name. Enter the option to add a value,
and then enter Memory Consumer Total (GB), and press Enter again to continue.

11.Confirm that you want to use the col um- nane value that you entered in the previous step,
and then press Ent er to usethe value.

12.Next, we want to scale the Memory Consumer Totals by one gigabyte. On the Custom
L ogged Stats menu, enter the option to change the di vi de- val ue- by property.

13.0n the di vi de- val ue- by property menu, enter the option to change the value, and then enter
1073741824 (i.e., 1073741824 bytes = 1 gigabytes).

14.0n the Custom L ogged Stats menu, review your configuration. When finished, enter f to
save and apply the settings.
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>>>> Configure the properties of the Custom Logged Stats
>>>> via creating 'Menory Usage' Custom Logged Stats

Property Val ue('s)
1) descri ption -
2) enabl ed true
3) nmoni t or - obj ect cl ass ds- nenory-usage-noni tor-entry
4) include-filter -
5) attribute-to-1og t ot al - byt es- used- by- nenory- consuner s
6) col um- nane Menmory Consuner Total (GB)
7) statistic-type raw

8) header - prefi x =
9) header-prefi x-attribute -
10) regex-pattern -
11) regex-repl acenent -
12) divi de-val ue- by 1073741824

13) divide-val ue-by-attribute -
14) deci nal - f or mat #. ##

15) non-zero-inplies-not-idle false

?) hel p

f) finish - create the new Custom Logged Stats

a) hi de advanced properties of the Custom Logged Stats

d) di spl ay the equival ent dsconfig argunents to create this object
b) back

q) quit

Enter choice [b]:

The Custom Logged Stats was created successfully

When the Custom Logged Stats configuration change is completed, the new stats value
should immediately show up in the Stats Logger output file.

To Configure a Custom Stats Logger Using dsconfig Non-Interactive

» Usethedsconfi g non-interactive command-line equivalent to create your custom stats
logger. The following one-line command replicates the procedure in the previous section.
This command produces a column named "Memory Consumer Total (GB)" that contains the
value of the of t ot al - byt es- used- by- menor y- consuner s attribute pulled from the entry
with the ds- menor y- usage- noni t or - ent ry objectclass. Thisvalueis scaled by 1073741824
to get to avalue represented in GBs.

$ bin/dsconfig create-custom|ogged-stats --plugin-name "Stats Logger" \
--stats-nane "Menory Usage" --type custom\
--set nonitor-objectclass: ds- nenory-usage-nonitor-entry \
--set attribute-to-1o0g:total-bytes-used-by-nmenory-consuners \
--set "col um-nane: Menory Consuner Total (GB)" --set statistic-type:raw\
--set divide-val ue-by: 1073741824
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Chapter
10 Troubleshooting the Directory Proxy Server

This chapter provides the common problems and potential solutions that might occur when
running Ping Identity Directory Proxy Server. It is primarily targeted at cases in which

the Directory Proxy Server is running on SolarisTM or Linux® systems, but much of the
information can be useful on other platforms as well.

This chapter presents the following information:
Topics:

» Garbage Collection Diagnostic Information

*  Working with the Troubleshooting Tools

» Directory Proxy Server Troubleshooting Tools

e Troubleshooting Resources for Java Applications

« Troubleshooting Resources in the Operating System
e« Common Problems and Potential Solutions
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Garbage Collection Diagnostic Information

Y ou can enable the VM debugging options to track garbage collection data for your system.
The options can impact VM performance, but they provide valuable data to tune your server
when troubleshooting garbage collection issues. Whilethej st at utility with the - gc option
can be used to obtain some information about garbage collection activity, there are additional
arguments that can be added to the JVM to use when running the server to provide additional
detail.

- XX: +Print GCDet ai | s

- XX: +Print TenuringDi stribution

- XX: +Pri nt GCAppl i cati onConcurrent Ti me
- XX: +Pri nt GCAppl i cat i onSt oppedTi ne

- XX: +Pri nt GCDat eSt anps

To run the Directory Proxy Server with these options, edit the confi g/ j ava. properti es file
and add them to the end of the line that beginswith "bi n/ st art - proxy. j ava- ar gs". After the
file has been saved, invoke the following command to make those new arguments take effect the
next time the server is started:

$ bi n/ dsj avaproperties

Working with the Troubleshooting Tools

If problems arise with the Directory Proxy Server (whether from issuesin the Directory Proxy
Server itself or a supporting component, like the VM, operating system, or hardware), then it is
essential to be able to diagnose the problem quickly to determine the underlying cause and the
best course of action to take towards resolving it.

Working with the Collect Support Data Tool

The Directory Proxy Server provides a significant amount of information about its current state
including any problemsthat it has encountered during processing. If a problem occurs, the

first stepistorunthecol I ect - support - dat a tool in the bi n directory. The tool aggregates

al relevant support filesinto a zip file that administrators can send to your authorized support
provider for analysis. The tool also runs data collector utilities, such asj ps, j st ack, andj st at
plus other diagnostic tools for Solaris and Linux machines, and bundles the resultsin the zip file.

The tool may only archive portions of certain log files to conserve space, so that the resulting
support archive does not exceed the typical size limits associated with e-mail attachments.

The data collected by the col | ect - support - dat a tool varies between systems. For example,
on Solaris Zone, configuration information is gathered using commands like zonenane and
zoneadm However, the tool always tries to get the same information across all systems for

the target Directory Proxy Server. The data collected includes the configuration directory,
summaries and snippets from the | ogs directory, an LDIF of the monitor and RootDSE entries,
and alist of al filesin the server root.
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Available Tool Options

Thecol I ect - support - dat a tool has some important options that you should be aware of:

--noL dap. Specifiesthat no effort should be made to collect any information over LDAP.
This option should only be used if the server is completely unresponsive or will not start and
only asalast resort.

--pid {pid}. Specifiesthe ID of an additional process from which informationisto be
collected. This option is useful for troubleshooting external server tools and can be specified
multiple times for each external server, respectively.

--sequential. Use this option to diagnose “ Out of Memory” errors. Thetool collects datain
parallel to minimize the collection time necessary for some analysis utilities. This option
specifies that data collection should be run sequentially as opposed to in parallel. This action
has the effect of reducing the initial memory footprint of thistool at a cost of taking longer to
complete.

--reportCount {count}. Specifies the number of reports generated for commands that
supports sampling (for example, vist at , i ost at , Of npst at ). A value of O (zero) indicates
that no reports will be generated for these commands. If this option is not specified, it
defaultsto 10.

--reportlnterval {interval}. Specifies the number of seconds between reports for commands
that support sampling (for example, npst at ). This option must have a value greater than 0
(zero). If this option is not specified, it default to 1.

--maxJstacks {number}. Specifies the number of jstack samplesto collect. If not specified,
the default number of samples collected is 10.

--collectExpensiveData. Specifies that data on expensive or long running processes
be collected. These processes are not collected by default, because they will impact the
performance of arunning server.

--comment {comment}. Provides the ability to submit any additional information about the
collected data set. The comment will be added to the generated archive as a README file.

--includeBinaryFiles. Specifiesthat binary files be included in the archive collection. By
default, all binary files are automatically excluded in data collection.

--adminPasswor d {adminPasswor d}. Specifies the global administrator password used to
obtaindsreplication status information.

--adminPasswor dFile {adminPasswor dFile}. Specifies the file containing the password of
the global administrator used to obtain dsrepl i cati on st at us information.

To Run the Collect Support Data Tool

1. Goto the server root directory.

2. Usethecol | ect - support - dat a tool. Make sure to include the host, port number, bind DN,

and bind password.

$ bin/collect-support-data --hostnane 127.0.0.1 --port 389 \
--bindDN "cn=Di rectory Manager" --bindPassword secret \
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--serverRoot /opt/PingDirectoryProxy --pid 1234

3. Email the zip file to your Authorized Support Provider.

Directory Proxy Server Troubleshooting Tools

The Ping Identity Directory Proxy Server provides a set of tools that can also be used to obtain
information for diagnosing and solving problems.

Server Version Information

If it becomes necessary to contact your authorized support provider, then it will be important
to provide precise information about the version of the Directory Proxy Server software

that isin use. If the server is running, then this information can be obtained from the
"cn=Ver si on, cn=noni t or " entry. It can also be obtained using the command:

$ bin/status --full Version

This command outputs a number of important pieces of information, including:
* Major, minor, point and patch version numbers for the server.

» Source revision number from which the server was built.

» Build information including build ID with time stamp, OS, user, Javaand JVM version for
the build.

» Auxiliary software versions. Jetty, JZlib, SNMP4j (SNMP4J, Agent, Agentx), Groovy,
LDAP SDK for Java, and the Server SDK.

LDIF Connection Handler

The Directory Proxy Server provides an LDIF connection handler that provides away to
reguest operations that do not require any network communication with the server. This can be
particularly helpful if a configuration problem or bug in the server has left a connection handler
unusable, or if all worker threads are busy processing operations.

The LDIF connection handler is enabled by default and looks for LDIF filesto be placed in
theconfi g/ aut o- process- 1 di f directory. This Directory Proxy Server does not exist by
default, but if it is created and an LDIF fileis placed in it that contains one or more changes to
be processed, then those changes will be applied.

Any changes that can be made over LDAP can be applied through the LDIF connection handler.
It is primarily intended for administrative operations like updating the server configuration or
scheduling tasks, although other types of changes (including changes to data contained in the
server) can be processed. Asthe LDIF fileis processed, a new file is written with comments for
each change providing information about the result of processing that change.
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Embedded Profiler

If the Directory Proxy Server appears to be running slowly, then it is helpful to know what
operations are being processed in the server. The WM Stack Trace monitor entry can be used to
obtain a point-in-time snapshot of what the server is doing, but in many cases, it might be useful
to have information collected over aperiod of time.

The embedded profiler is configured so that it is always available but is not active by default so
that it has no impact on the performance of the running server. Even when it isrunning, it has
arelatively small impact on performance, but it is recommended that it remain inactive when

it isnot needed. It can be controlled using the dsconf i g tool or the Administrative Console

by managing the "Profiler" configuration object in the "Plugin” object type, available at the
standard object level. Theprofi | e-acti on property for this configuration object can have one
of the following values:

» start — Indicates that the embedded profiler should start capturing data in the background.

» stop — Indicates that the embedded profiler should stop capturing data and write the
information that it has collected to al ogs/ profil e{ti nest anp} file.

» cancel — Indicates that the embedded profiler should stop capturing data and discard any
information that it has collected.

Any profiling datathat has been captured can be examined using the pr of i | er - vi ewer tool.
Thistool can operate in either atext-based mode, in which case it dumps a formatted text
representation of the profile datato standard output, or it can be used in a graphical mode that
alows the information to be more easily understood.

To Invoke the Profile Viewer in Text-based Mode

* Runtheprofile-viewer command and specify the captured log file using the - - f i | eNane
option.

$ bin/profile-viewer --fileNanme | ogs/profile.20110101000000Z

To Invoke the Profile Viewer in GUI Mode

* Runtheprofile-viewer command and specify the captured log file using the - - f i | eNane
option. To invoke GUI mode, add the option - - useGUI .

$ bin/profile-viewer --fileNane | ogs/profile.20110101000000Z - - useGUl

Troubleshooting Resources for Java Applications

Because the Ping Identity Directory Proxy Server iswritten entirely in Java, it is possible to
use standard Java debugging and instrumentation tools when troubleshooting problems with
the Directory Proxy Server. In many cases, abtaining the full benefit of these tools requires

251



Troubleshooting the Directory Proxy Server

access to the Directory Proxy Server source code. These Javatools should be used under the
advisement of your authorized support provider.

Java Troubleshooting Tools

The Java Devel opment Kit provides a number of very useful tools to obtain information about
Java applications and diagnosing problems. These tools are not included with the Java Runtime
Environment (JRE), so the full Java Development Environment (JDK) should always be
installed and used to run the Ping Identity Directory Proxy Server.

jps
Thej ps tool isaJava-specific version of the UNIX ps tool. It can be used to obtain alist of all
Java processes currently running and their respective process identifiers. When invoked by a

non-root user, it will list only Java processes running as that user. When invoked by aroot user,
then it lists all Java processes on the system.

Thistool can be used to seeif the Directory Proxy Server isrunning and if aprocess ID has been
assigned to it. This process ID can be used in conjunction with other tools to perform further
anaysis.

Thistool can be run without any arguments, but some of the more useful arguments that include:
e -v —Includes the arguments passed to the VM for the processes that are listed.
* -m — Includes the arguments passed to the main method for the processes that are listed.

* -l —(lowercase L). Include the fully qualified name for the main class rather than only the
base class name.

jstack

Thej st ack tool isused to obtain a stack trace of arunning Java process, or optionally from a
corefile generated if the VM happensto crash. A stack trace can be extremely valuable when
trying to debug a problem, because it provides information about all threads running and exactly
what each is doing at the point in time that the stack trace was obtained.

Stack traces are helpful when diagnosing problems in which the server appears to be hung or
behaving slowly. Java stack traces are generally more helpful than native stack traces, because
Java threads can have user-friendly names (as do the threads used by the Ping I dentity Directory
Proxy Server), and the frame of the stack trace may include the line number of the source file

to which it corresponds. Thisis useful when diagnosing problems and often allows them to be
identified and resolved quickly.

To obtain a stack trace from arunning JVM, use the command.:
j stack {processl D}

where { pracessID} isthe process ID of thetarget VM as returned by thej ps command. To
obtain a stack trace from a core file from a Java process, use the command:
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j stack {pathToJava} {pathToCore}

where { pat hToJava} isthe path to the java command from which the core file was created, and
{ pat hToCor e} isthe path to the core file to examine. In either case, the stack trace is written to
standard output and includes the names and call stacks for each of the threads that were activein
the WM.

In many cases, no additional options are necessary. The"-1" option can be added to obtain a
long listing, which includes additional information about locks owned by the threads. The “- ni’
option can be used to include native frames in the stack trace.

jmap

Thej map tool is used to obtain information about the memory consumed by the VM. Itisvery
similar to the native pmap tool provided by many operating systems. Aswith thej st ack tool,

j map can be invoked against a running Java process by providing the process ID, or against a
corefile, like:

jmap {processl D}
jmap {pathToJava} {pathToCore}

Some of the additional argumentsinclude:

* -dump:liveformat=Db,file=filename — Dump the live heap data to afile that can be
examined by thej hat tool

» -heap — Provides a summary of the memory used in the Java heap, along with information
about the garbage collection algorithm in use.

» -histo:live— Provides a count of the number of objects of each type contained in the heap.
If the“: 1ive” portion isincluded, then only live objects are included; otherwise, the count
include objects that are no longer in use and are garbage collected.

jhat

Thej hat (JavaHeap Analysis Tool) utility provides the ability to analyze the contents

of the Java heap. It can be used to analyze a heap dump file, which is generated if the
Directory Proxy Server encounters an out of memory error (as aresult of the"- xx:
+HeapDumpOnQut O Menor yEr ror " VM option) or from the use of the j map command with the
"~ dunp" option.

Thej hat tool acts as aweb server that can be accessed by a browser in order to query the
contents of the heap. Severa predefined queries are available to help determine the types of
objects consuming significant amounts of heap space, and it also provides a custom query
language (OQL, the Object Query Language) for performing more advanced types of analysis.

Thej hat tool can be launched with the path to the heap dump file, like:

j hat /path/to/ heap. dunp
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This command causes thej hat web server to begin listening on port 7000. It can be accessed in
abrowser at htt p: //1 ocal host : 7000 (Or ht t p: // addr ess: 7000 from aremote system). An
aternate port number can be specified using the "- por t " option, like:

jhat -port 1234 /path/to/heap.dunp

To issue custom OQL searches, access the web interface using the URL http: //
| ocal host : 7000/ oql / (the trailing slash must be provided). Additional information about the
OQL syntax may be obtained in the web interface at htt p: / /1 ocal host : 7000/ ogl hel p/ .

jstat

Thej stat tool isused to obtain avariety of statistical information from the VM, much like the
vist at utility that can be used to obtain CPU utilization information from the operating system.
The general manner to invokeit is asfollows:

jstat {type} {processID} {interval}

The{i nterval } option specifies the length of time in milliseconds between lines of output. The
{processl D} option specifiesthe process ID of the VM used to run the Directory Proxy Server,
which can be obtained by running j ps as mentioned previously. The{t ype} option specifiesthe
type of output that should be provided. Some of the most useful typesinclude:

e -class— Provides information about class |oading and unloading.

» -compile — Provides information about the activity of the JIT complex.

» -printcompilation — Provides information about J T method compilation.
« -gc— Providesinformation about the activity of the garbage collector.

e -gccapacity — Provides information about memory region capacities.

Java Diagnostic Information

In addition to the tools listed in the previous section, the VM can provide additional diagnostic
information in response to certain events.

Garbage Collection Diagnostic Information

Y ou can enable the VM debugging options to track garbage collection datafor your system.
The options can impact VM performance, but they provide valuable data to tune your server
when troubleshooting garbage collection issues. Whilethej st at utility with the - gc option
can be used to obtain some information about garbage collection activity, there are additional
arguments that can be added to the JVM to use when running the server to provide additional
detail.

:+Print GCDet ai | s

:+Print TenuringDi stribution

: +Pri nt GCAppl i cat i onConcurrent Ti ne
. +Pri nt GCAppl i cati onSt oppedTi e

: +Pri nt GCDat eSt anps
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To run the Directory Proxy Server with these options, edit theconfi g/ j ava. properti es file
and add them to the end of the line that beginswith "bi n/ st art - pr oxy. j ava- ar gs". After the
file has been saved, invoke the following command to make those new arguments take effect the
next time the server is started:

$ bi n/ dsj avaproperties

JVM Crash Diagnostic Information

If the VM itself should happen to crash for some reason, then it generates afatal error log

with information about the state of the VM at the time of the crash. By default, thisfileis
named hs_err _pi d{ process! D} . | og and iswritten into the base directory of the Directory
Proxy Server installation. Thisfile includes information on the underlying cause of the VM
crash, information about the threads running and Java heap at the time of the crash, the options
provided to the VM, environment variables that were set, and information about the underlying
system.

Java Troubleshooting Tools (IBM JDK)

The Ping Identity Directory Proxy Server can be run on machines using the IBM JDK.

IBM provides Java monitoring and diagnostic tools that can assess VM performance and
troubleshoot any Java application failures. The following tools are available for the IBM JDK.
For more detailed information, see the IBM Devel opers web-site for a description of each tool:

* Health Center Version 1.3. Monitors Java applications running on the JDK. The tool
provides profiling information for performance, memory usage, system environment, object
allocations and other areas.

e Memory Analyzer Version 1.1. Analyzes Java heap memory using a system or heap dump
snapshot of a Java process.

e Garbage Collection and Memory Visualizer Version 2.6. Fine-tunes Java performance by
optimizing garbage collection performance, provides Java heap recommendations based on
peak and average memory usage, and detects memory leaks and heap exhaustion.

* Dump Analyzer Version 2.2. Helps troubleshoot the cause of any application failure using
an operating system dump. The tool detects any potential problems based on state, thread,
stack information and error messages that were generated when the application failed.

» Diagnostics Callector Version 1.0. Collects diagnostic and context information during Java
runtime processes that failed. The tool verifies your Java diagnostic configuration to ensure
that disabled diagnostic analyzers are enabled to troubleshoot a problem.

» |BM Diagnostic Tool Framework for Java Version 1.5. Runs on dump data extracted by
thej ext ract tool. Thetool checks memory locations, Javathreads, Java objects and other
important diagnostic areas when the system dump was produced.
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Troubleshooting Resources in the Operating System

The underlying operating system also provides a significant amount of information that can help
diagnose issues that impact the performance and the stability of the Directory Proxy Server. In
some cases, problems with the underlying system can be directly responsible for the issues seen
with the Directory Proxy Server, and in others system, tools can help narrow down the cause of
the problem.

Identifying Problems with the Underlying System

If the underlying system itself is experiencing problems, it can adversely impact the function of
applications running on it. Places to look for problems in the underlying system include:

» Thesystem logfile (/ var/ adm nessages on Solarisand / var / | og/ messages on Linux).
Information about faulted or degraded devices or other unusual system conditions are written
there.

e On Solaris systems, if the fault management system has detected a problem with a system
component, information about that problem is obtain by running the f rdurp command.

o If the ZFSfilesystem isin use, then the zpool status command provides information about
read errors, write errors, or data checksum errors.

Monitoring System Data Using the Data Metrics Server

The PingData Data Metrics Server provides collection and storage of performance data from
your server topology. Y ou can use the System Utilization Monitor with the Data Metrics Server
to collect information about the host system CPU, disk, and network utilization on any platform
except Linux. If you are not using the Data Metrics Server, you do not need to use the system
utilization monitor. When data is being collected, it periodically forks the process and executes
commands.

For more information about using the System Utilization Monitor, refer to the data collection
chapter of the PingData Data Metrics Server documentation.

Examining CPU Utilization

Observing CPU utilization for the Directory Proxy Server process and the system as awhole
provides clues asto the nature of the problem.

System-Wide CPU Utilization

To investigate CPU consumption of the system as awhole, usethe virst at command with a
timeinterval in seconds, like:
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vnstat 5

The specific output of this command varies between different operating systems, but it includes
the percentage of the time the CPU was spent executing user-space code (user time), the
percentage of time spent executing kernel-space code (system time), and the percentage of time
not executing any code (idle time).

If the CPUs are spending most of their time executing user-space code, the available processors
are being well-utilized. If performance is poor or the server is unresponsive, it can indicate

that the Directory Proxy Server is not optimally tuned. If there is ahigh system time, it can
indicate that the system is performing excessive disk and/or network 1/O, or in some cases,

there can be some other system-wide problem like an interrupt storm. If the system is mostly
idle but the Directory Proxy Server is performing poorly or is unresponsive, there can be a
resource constraint elsewhere (for example, waiting on disk or memory access, or excessive lock
contention), or the VM can be performing other tasks like stop-the-world garbage collection
that cannot be run heavily in parallel.

Per-CPU Utilization

To investigate CPU consumption on a per-CPU basis, use the npst at command with atime
interval in seconds, like:

npstat 5

On Linux systems, it might be necessary to add "- P ALL" to the command, like:

npstat -P ALL 5

Among other things, this shows the percentage of time each CPU has spent in user time, system
time, and idle time. If the overall CPU utilization isrelatively low but npst at reports that one
CPU has amuch higher utilization than the others, there might be a significant bottleneck within
the server or the VM might be performing certain types of garbage collection which cannot be
runin parallel. On the other hand, if CPU utilization isrelatively even across all CPUSs, thereis
likely no such bottleneck and the issue might be el sewhere.

Per-Process Utilization

To investigate CPU consumption on a per-process basis, use the pr st at tool on Solaris or the
t op utility on Linux. If aprocess other than the Java process used to run the Directory Proxy
Server is consuming a significant amount of available CPU, it might be interfering with the
ability of the Directory Proxy Server to run effectively.

If the mpst at command showed that one CPU was much more heavily utilized than the others,
it might be useful to identify the thread with the highest CPU utilization asit islikely the one
that is a bottleneck preventing other threads from processing. On Solaris, this can be achieved
by using the pr st at command with the "- L" option, like:

prstat -L -p {processl D}

This command will cause each thread to be displayed on a separate line, with the LWPID
(lightweight process identifier) displayed as the last item on each line, separated from the
process name by a slash. The thread that is currently consuming the largest amount of CPU will
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be displayed at the top of the list, and the pst ack command can be used to identify which thread
isresponsible.

Examining Disk Utilization

If the underlying system has avery high disk utilization, it can adversely impact Directory Proxy
Server performance. It could delay the ability to read or write database files or write log files.

It could also raise concerns for server stability if excessive disk 1/0 inhibits the ability of the
cleaner threads to keep the database size under control.

Thei ost at tool may be used to obtain information about the disk activity on the system. On
Solaris systems, this should be invoked using the - x" and "- n" arguments, like:

iostat -x -n 5

On Linux systems, i ost at should be invoked with the"- x" argument, like:

iostat -x 5

A number of different types of information will be displayed, but to obtain an initial feel for how
busy the underlying disks are, ook at the "%b" column on Solaris and the "%util" column on
Linux. Both of these fields show the percentage of the time that the underlying disks are actively
servicing I/O requests. A system with a high disk utilization likely exhibits poor Directory Proxy
Server performance.

If the high disk utilization is on one or more disks that are used to provide swap space for the
system, the system might not have enough free memory to process requests. As aresult, it
might have started swapping blocks of memory that have not been used recently to disk. This
can cause very poor server performance. It isimportant to ensure that the server is configured
appropriately to avoid this condition. If this problem occurs on aregular basis, then the server
islikely configured to use too much memory. If swapping is not normally a problem but it
does arise, then check to seeif there are any other processes running, which are consuming
asignificant amount of memory, and check for other potential causes of significant memory
consumption (for example, largefilesin at npf s filesystem).

On Solaris systems using ZFS, you can use the zpool iostat {interval } command to obtain
information about /O activity on a per-pool basis. While this command provides a useful
display of the number of read and write operations and the amount of data being read from

and written to the disks, it does not actually show how busy the underlying disks. As aresult,
the zpool iostat command isgeneraly not as useful asthe traditional i ost at command for
identifying potential 1/O bottlenecks.

Examining Process Details

There are a number of tools provided by the operating system that can help examine a processin
detail.
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PS

The standard ps tool can be used to provide a range of information about a particular process.
For example, the command can be used to display the state of the process, the name of the

user running the process, its process ID and parent process I D, the priority and nice value,
resident and virtual memory sizes, the start time, the execution time, and the process name with
arguments:

ps -fly -p {process| D}

Note that for a process with alarge number of arguments, the standard ps command displays
only alimited set of the arguments based on available space in the terminal window. In that
case, the BSD version of the ps command (available on Solarisas/ usr/ ucb/ ps) can be used to
obtain the full command with all arguments, like:

/usr/ucb/ ps auxwww {processl D}

pstack

The pst ack command can be used to obtain a native stack trace of all threadsin a process.
While a native stack trace might not be as user-friendly as a Java stack trace obtained using
j stack, it includes threads that are not available in a Java stack trace. For example, the
command displays those threads used to perform garbage collection and other housekeeping
tasks. The general usage for the pst ack command is:

pstack {processl| D}

dbx / gdb

A pracess debugger provides the ability to examine a processin detail. Like pst ack, a debugger
can obtain a stack trace for all threads in the process, but it also provides the ability to examine
aprocess (or corefile) in much greater detail, including observing the contents of memory at

a specified address and the values of CPU registers in different frames of execution. The GNU
debugger gdb iswidely-used on Linux systems and is available on Solaris, but the Sun Studio
debugger dbx is generally preferred over gdb on Solaris.

Note that using a debugger against alive process interrupts that process and suspends its
execution until it detaches from the process. In addition, when running against a live process,
adebugger has the ability to actually alter the contents of the memory associated with that
process, which can have adverse effects. Asaresult, it is recommended that the use of a process
debugger be restricted to core files and only used to examine live processes under the direction
of your authorized support provider.

pfiles / Isof

To examine the set of filesthat a processis using (including special types of files, like sockets)
on Solaris, you can usethe pfi | es command, like:

pfiles {processl D}
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On Linux systems, the | sof tool can be used, like:

| sof -p {processl D}

Tracing Process Execution

If aprocessis unresponsive but is consuming a nontrivial amount of CPU time, or if a process
is consuming significantly more CPU time than is expected, it might be useful to examine the
activity of that processin more detail than can be obtained using a point-in-time snapshot like
you can get with pst ack or adebugger. For example, if aprocessis performing a significant
amount of disk reads and/or writes, it can be useful to see which files are being accessed.
Similarly, if aprocessis consistently exiting abnormally, then beginning tracing for that process
just before it exits can help provide additional information that cannot be captured in a core file
(and if the processis exiting rather than being terminated for an illegal operation, then no core
file may be available).

On Solaris systems, the dt r ace tool provides an unmatched mechanism for tracing the execution
of aprocessin extremely powerful and flexible ways, but it is also relatively complex and
describing its use is beyond the scope of this document. In many cases, however, observing

the system calls made by a process can revea agreat deal about what it is doing. This can be
accomplished using thet r uss utility on Solaris or the st r ace tool on Linux.

Thetruss utility isvery powerful and has alot of options, but two of the most useful formsin
which it may be invoked are:

e truss-f -p {processi D} — Provides abasic overview of al system calls being made by the
specified process (and any subprocesses that it creates) and their associated return values.

o truss-fear all -p {processi D} — Provides an extremely verbose trace of all system call
activity, including details about data being read from or written to files and sockets.

In both cases, the output may be written to afile instead of the terminal window by adding the
-0 {pat h} option. Further, rather than observing an already-running process, it is possible

to havet r uss launch the process and trace execution over its entire life span by replacing - p

{ processl D} with name and arguments for the command to invoke.

On Linux systems, the basic equivalent of the first truss variant aboveis.

strace -f -p {processl| D}

Consult the st race manual page for additional information about using it to trace process
execution on Linux.

Problems with SSL Communication

Enable TLS debugging in the server to troubleshoot SSL communication issues:

$ dsconfig create- debug target \
- publ i sher-nanme "Fil e-Based Debug Logger" \
- -tar get - name com unboundi d. di rectory. server. ext ensi ons. TLSConnecti onSecuri tyProvi der
\
--set debug-I evel : verbose \
--set include-throwabl e-cause: true
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$ dsconfig set-1og-publisher-prop \
--publisher-name "Fil e-Based Debug Logger" \
--set enabl ed:true \
--set default-debug-Ievel:disabl ed

Inthej ava. properti es file, add - Dj avax. net . debug=ss| tothestart-ds line, and runbi n/
dsj avapr oper t i es to make the option take effect on a scheduled server restart.

Examining Network Communication

Because the Ping Identity Directory Proxy Server is a network-based application, it can be
valuabl e to observe the network communication that it has with clients. The Directory Proxy
Server itself can provide details about its interaction with clients by enabling debugging for the
protocol or data debug categories, but there may be a number of casesin which it is useful to
view information at a much lower level. A network sniffer, like the snoop tool on Solaris or the
tcpdump tool on Linux, can be used to accomplish this.

There are many options that can be used with these tools, and their corresponding manual pages
will provide a more thorough explanation of their use. However, to perform basic tracing to
show the full details of the packets received for communication on port 389 with remote host
1.2.3.4, the following commands can be used on Solaris and Linux, respectively:

snoop -d {interface} -r -x O host 1.2.3.4 port 389
tcpdunp -i {interface} -n -XX -s 0 host 1.2.3.4 and port 389

On Solaris systems, the snoop command provides enhanced support for parsing LDAP
communication (but only when the Directory Proxy Server islistening on the default port

of 389). By adding the "- v" argument to the snoop command line, a verbose breakdown of
each packet will be displayed, including protocol-level information. It does not appear that the
t cpdunp tool provides support for LDAP parsing. However, in either caseit is possible to write
capture data to afile rather than displaying information on the terminal (using "-o { path}"
with snoop, or "-w { pat h} " with t cpdunp), so that information can be later analyzed with a
graphical tool like Wireshark, which provides the ability to interpret LDAP communication on
any port.

Note that enabling network tracing generally requires privileges that are not available to normal

users and therefore may require root access. On Solaris systems, granting the net _r awaccess
privilege to a user should be sufficient to allow that user to run the snoop utility.

Common Problems and Potential Solutions

This section describes a number of different types of problems that can occur and common
potential causes for them.

General Methodology to Troubleshoot a Problem

When a problem is detected, Ping I dentity recommends using the following general
methodology to isolate the problem:
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1. Runthebi n/ st at us tool or look at the server statusin the Administrative Console. The
st at us tool provides a summary of the server’s current state with key metricsand alist of
recent alerts.

2. Look inthe server logs. In particular, view the following logs:

0 logderrors
0 logs/failed-ops
O logs/expensive-ops

3. Use system commands, such asvnst at and i ost at to determine if the server is bottle-
necked on a system resource like CPU or disk throughput.

4. For performance problem (especially intermittent ones like spikes in response time), enabling
the peri odi c- st at s- 1 ogger can help to isolate problems, because it stores important server
performance information on a per-second basis. The peri odi c- st at s-1 ogger can savethe
information in a csv-formatted file that can be loaded into a spreadsheet. The information this
logger makes available is very configurable. Y ou can create multiple loggers for different
types of information or a different frequency of logging (for example, hourly datain addition
to per-second data). For more information, see "Profiling Server Performance Using the
Periodic Stats Logger".

5. For replication problem, run dsrepl i cati on status andlook at thel ogs/replication
file

6. For more advanced users, run thecol | ect - support - dat a tool on the system, unzip the
archive somewhere, and look through the collected information. This is often useful when
administrators most familiar with the Ping Identity Platform do not have direct access to the
systems where the production servers are running. They can examinethecol | ect - support -
dat a archive on a different server. For more information, see Using the Collect Support Data
Tool.

Important: Runthecol | ect - support - dat a tool whenever thereisa
problem whose cause is not easily identified, so that this information can be
passed back to your authorized support provider before corrective action can
be taken.

The Server Will Not Run Setup

If the set up tool does not run properly, some of the most common reasons include the
following:

A Suitable Java Environment Is Not Available

The Ping Identity Directory Proxy Server requires that Java be installed on the system and made
available to the server, and it must be installed prior to running set up. If the set up tool does not
detect that a suitable Java environment is available, it will refuse to run.

To ensure that this does not happen, the set up tool should be invoked with an explicitly-defined
value for the JAVA_HOME environment variable that specifies the path to the Javainstallation
that should be used. For example:
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env JAVA HOVE=/ds/java ./setup

If this still does not work for some reason, then it can be that the value specified in the provided
JAVA HOME environment variable can be overridden by another environment variable. If that
occurs, try the following command, which should override any other environment variables that
can be set:

env UNBOUNDI D_JAVA HOME="/ds/j ava" UNBOUNDI D JAVA BI N="" ./setup

Unexpected Arguments Provided to the JVM

If the set up script attempts to launch the java command with an invalid set of Java arguments,
it might prevent the VM from starting. By default, no specia options are provided to

the JVM when running setup, but this might not be the case if either the JAVA_ARGS or
UNBOUNDID_JAVA ARGSenvironment variable is set. If the set up tool displays an error
message that indicates that the Java environment could not be started with the provided set of
arguments, then invoke the following command before trying to re-run set up:

unset JAVA ARGS UNBOUNDI D_JAVA ARGS

The Server Has Already Been Configured or Used

Theset up tool is only intended to provide theinitial configuration for the Directory Proxy
Server. It refusesto run if it detects that the set up tool has aready been run, or if an attempt has
been made to start the Directory Proxy Server prior to running the set up tool. This protects an
existing Directory Proxy Server installation from being inadvertently updated in a manner that
could harm an existing configuration or data set.

If the Directory Proxy Server has been previously used and if you want to perform afresh
installation, it is recommended that you first remove the existing installation, create a new

one and run set up in that new installation. However, if you are confident that there is nothing

of valuein the existing installation (for example, if a previous attempt to run set up failed to
complete successfully for some reason but it will refuse to run again), the following steps can be
used to allow the set up program to run:

* Removetheconfi g/ config.1dif fileandreplaceit with the confi g/ updat e/
config.ldif.{revision} filecontaining theinitial configuration.

» |If there are any files or subdirectories below the db directory, then remove them.
e Ifaconfig/java. properti es file exists, then removeit.

e If alib/setup-java-honme script (orli b\ set -j ava- hore. bat file on Microsoft Windows)
exists, then removeit.

The Server Will Not Start

If the Directory Proxy Server does not start, then there are a number of potential causes.
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The Server or Other Administrative Tool Is Already Running

Only asingle instance of the Directory Proxy Server can run at any time from the same
installation root. If an instance is already running, then subsequent attempts to start the server
will fail. Similarly, some other administrative operations can also prevent the server from being
started. In such cases, the attempt to start the server should fail with a message like:

The Directory Proxy Server could not acquire an exclusive lock on file

/ ds/ Pi ngDi rect oryProxy/ | ocks/ server.| ock: The exclusive |ock requested for file
/ ds/ Pi ngDi rect oryProxy/ | ocks/ server.lock was not granted, which indicates

that another process already holds a shared or exclusive |ock on that

file. This generally neans that another instance of this server is already
runni ng

If the Directory Proxy Server isnot running (and is not in the process of starting up or shutting
down) and there are no other tools running that could prevent the server from being started, and
the server dtill believesthat it isrunning, then it is possible that a previously-held lock was not
properly released. In that case, you can try removing all of thefilesin thel ocks directory before
attempting to start the server.

If you wish to have multiple instances running at the same time on the same system, then you
should create a completely separate installation in another location on the filesystem.

There Is Not Enough Memory Available

When the Directory Proxy Server is started, the VM attempts to allocate all memory that it has
been configured to use. If thereis not enough free memory available on the system, then the
Directory Proxy Server generates an error message that indicates that the server could not be
started with the specified set of arguments. Note that it is possible that an invalid option was
provided to the VM (as described below), but if that same set of VM arguments has already
been used successfully to run the server, then it is more likely that the system does not have
enough memory available.

There are anumber of potential causesfor this:

 |If the amount of memory in the underlying system has changed (for example, system
memory has been removed, or if the Directory Proxy Server isrunning in a zone or other
type of virtualized container and a change has been made to the amount of memory that
container will be allowed to use), then the Directory Proxy Server might need to be re-
configured to use a smaller amount of memory than had been previously configured.

* Another process running on the system is consuming a significant amount of memory so that
thereis not enough free memory available to start the server. If thisis the case, then either
terminate the other process to make more memory available for the Directory Proxy Server,
or reconfigure the Directory Proxy Server to reduce the amount of memory that it attempts to
use.

» The Directory Proxy Server was just shut down and an attempt was made to immediately
restart it. In some cases, if the server is configured to use a significant amount of memory,
then it can take afew seconds for all of the memory that had been in use by the server, when
it was previously running, to be released back to the operating system. In that case, run the

264



Troubleshooting the Directory Proxy Server

vist at command and wait until the amount of free memory stops growing before attempting
to restart the server.

» For Solaris-based systems only, if the system has one or more ZFS filesystems (even if
the Directory Proxy Server itself isnot installed on a ZFS filesystem), but it has not been
configured to limit the amount of memory that ZFS can use for caching, then it is possible
that ZFS caching is holding onto a significant amount of memory and cannot release it
quickly enough when it is needed by the Directory Proxy Server. In that case, the system
should be re-configured to limit the amount of memory that ZFSis allowed to use as
described in the Using the Collect Support Data Tool.

» |If the systemis configured with one or more memory-backed filesystems, for example,
t npf s used for / t np for Solaris), then look to seeif there are any large files that can be
consuming a significant amount of memory in any of those locations. If so, then remove
them or relocate them to a disk-based filesystem.

» For Linux systemsonly, if there is amismatch between the huge pages setting for the VM
and the huge pages reserved in the operating system.

If nothing else works and there is still not enough free memory to allow the VM to start, then as
alast resort, try rebooting the system.

An Invalid Java Environment or JVM Option Was Used

If an attempt to start the Directory Proxy Server fails with an error message indicating that no
valid Java environment could be found, or indicates that the Java environment could not be
started with the configured set of options, then you should first ensure that enough memory is
available on the system as described above. If there is a sufficient amount of memory available,
then other causes for this error can include the following:

» The Javainstallation that was previously used to run the server no longer exists (for example,
an updated Java environment was installed and the old installation was removed). In
that case, update the confi g/ j ava. properti es fileto reference to path to the new Java
installation and run the bi n/ dsj avapr oper ti es command to apply that change.

» The Javainstallation used to run the server has been updated and the server istrying to
use the correct Javainstallation but one or more of the options that had worked with the
previous Java version no longer work with the new version. In that case, it is recommended
that the server be re-configured to use the previous Java version, so that it can be run while
investigating which options should be used with the new installation.

* If an UNBOUNDID_JAVA HOME or UNBOUNDID_JAVA BIN environment variable is
set, then its value may override the path to the Javainstallation used to run the server as
defined intheconfi g/ j ava. properti es file. Similarly, if an UNBOUNDID_JAVA ARGS
environment variableis set, then its value might override the arguments provided to
the VM. If thisisthe case, then explicitly unset the UNBOUNDID_JAVA HOME,
UNBOUNDID_JAVA BIN, and UNBOUNDID_JAVA ARGS environment variables before
trying to start the server.

Note that any timetheconfi g/ j ava. properti es fileis updated, the bi n/ dsj avapr operti es
tool must be run to apply the new configuration. If a problem with the previous Java
configuration prevents the bi n/ dsj avapr oper ti es tool from running properly, then it can

265



Troubleshooting the Directory Proxy Server

be necessary to removethel i b/ set - j ava- hone script (Or | i b\ set - j ava- hone. bat file on
Microsoft Windows) and invoke the bi n/ dsj avapr oper ti es tool with an explicitly-defined
path to the Java environment, like:

env UNBOUNDI D_JAVA HOVE=/ds/j ava bi n/dsjavaproperties

An Invalid Command-Line Option Was Provided

There are a small number of arguments that are provided when running the bi n/ st ar t - ds
command, but in most cases, none are required. If one or more command-line arguments were
provided for the bi n/ st art - ds command and any of them is not recognized, then the server
provides an error message indicating that an argument was not recognized and displays version
information. In that case, correct or remove the invalid argument and try to start the server

again.

The Server Has an Invalid Configuration

If achange is made to the Directory Proxy Server configuration using an officially-supported
tool like dsconf i g or the Administrative Console, the server should validate that configuration
change before applying it. However, it is possible that a configuration change can appear to be
valid at thetimethat it is applied, but does not work as expected when the server is restarted.
Alternately, a change in the underlying system can cause a previousy-valid configuration to
becomeinvalid.

In most casesinvolving an invalid configuration, the Directory Proxy Server displays (and
writes to the error log) a message that explains the problem, and this can be sufficient to
identify the problem and understand what action needs to be taken to correct it. If for some
reason the startup failure does not provide enough information to identify the problem with the
configuration, then look inthel ogs/ confi g-audi t. | og fileto see what recent configuration
changes have been made with the server online, or inthe conf i g/ ar chi ved- confi gs directory
to seeif there might have been arecent configuration change resulting from a direct change to
the configuration file itself that was not made through a supported configuration interface.

If the server does not start as aresult of arecent invalid configuration change, then it can be
possible to start the server using the configuration that was in place the last time that the server
started successfully (for example, the "last known good" configuration). This can be achieved
using the - - useLast KnownGoodConf i g option:

$ bin/start-ds --uselLast KnownGoodConfig

Note that if it has been along time since the last time the server was started and a number of
configuration changes have been made since that time, then the last known good configuration
can be significantly out of date. In such cases, it can be preferable to manually repair the
configuration.

If thereis no last known good configuration, if the server no longer starts with the last known
good configuration, or if the last known good configuration is significantly out of date, then
manually update the configuration by editing the confi g/ confi g. 1 di f file. In that case,

you should make sure that the server is offline and that you have made a copy of the existing
configuration before beginning. Y ou might wish to discuss the change with your authorized
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support representative before applying it to ensure that you understand the correct change that
needs to be made.

Note: In addition to manually-editing the config file, you can look at
L previous achived configurations to see if the most recent one works. Y ou can
- also usethel di f - di ff tool to compare the configurations in the archive to
the current configuration to see what is different.

You Do Not Have Sufficient Permissions

The Directory Proxy Server should only be started by the user or role used to initialy install

the server. In most cases, if an attempt is made to start the server as a user or role other than the
one used to create the initial configuration, then the server will fail to start, because the user will
not have sufficient permissions to access files owned by the other user, such as database and

log files. However, if the server wasiinitialy installed as a non-root user and then the server is
started by the root account, then it can no longer be possible to start the server as a non-root user
because new files that are created would be owned by root and could not be written by other
users.

If the server was inadvertently started by root when it is intended to be run by a non-root user,
or if you wish to change the user account that should be used to run the server, then it should be
sufficient to simply change ownership on al filesin the Directory Proxy Server installation, so
that they are owned by the user or role under which the server should run. For example, if the
Directory Proxy Server should be run asthe "ds" user in the "other" group, then the following
command can be used to accomplish this (invoked by the root user):

chown -R ds:other /ds/PingDirectoryProxy

The Server Has Crashed or Shut Itself Down

Y ou can first check the current server state by using the bi n/ ser ver - st at e command. If
the Directory Proxy Server was previously running but is no longer active, then the potential
reasons include the following:

e The Directory Proxy Server was shut down by an administrator. Unless the server was
forcefully terminated (for example, using “kill -9"), then messages are written to theer r or
and server . out logs explaining the reason for the shutdown.

» The Directory Proxy Server was shut down when the underlying system crashed or was
rebooted. If thisis the case, then running the upt i me command on the underlying system
shows that it was recently booted.

» The Directory Proxy Server process was terminated by the underlying operating system
for some reason (for example, the out of memory killer on Linux). If this happens, then a
message will be written to the system error log.

» The Directory Proxy Server decided to shut itself down in response to a serious problem that
had arisen. At present, this should only occur if the server has detected that the amount of
usable disk space has become critically low, or if significant errors have been encountered
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during processing that |eft the server without any remaining worker threads to process
operations. If this happens, then messages are written to theerror and server . out logs (if
disk spaceis available) to provide the reason for the shutdown.

* TheJVM inwhich the Directory Proxy Server was running crashed. If this happens, then the
JVM should dump afatal error log (ahs_err _pi d{processl D}. | og file) and potentidly a
corefile.

In the event that the operating system itself crashed or terminated the process, then you should
work with your operating system vendor to diagnose the underlying problem. If the VM
crashed or the server shut itself down for areason that is not clear, then contact your authorized
support provider for further assistance.

Conditions for Automatic Server Shutdown

All PingData servers will shutdown in an out of memory condition, alow disk space error

state, or for running out of file descriptors. The Directory Server will enter lockdown mode on
unrecoverable database environment errors, but can be configured to shutdown instead with this
setting:

$ dsconfig set-global -configuration-prop \
--set unrecoverabl e- dat abase-error-node:initiate-server-shutdown

The Server Will Not Accept Client Connections

Y ou can first check the current server state by using the bi n/ ser ver - st at e command. If the
Directory Proxy Server does not appear to be accepting connections from clients, then potential
reasons include the following:

» The Directory Proxy Server isnot running.
* Theunderlying system on which the Directory Proxy Server isinstaled is not running.

« The Directory Proxy Server isrunning but is not reachable as aresult of a network or firewall
configuration problem. If that is the case, then connection attempts should time out rather
than be rejected.

« If the Directory Proxy Server is configured to allow secure communication via SSL or
StartTL S, then a problem with the key manager and/or trust manager configuration can cause
connections to be rejected. If that is the case, then messages should be written to the server
access log for each failed connection attempt.

 If the Directory Proxy Server has been configured with a maximum allowed number of
connections, then it can be that the maximum number of allowed client connections are
already established. If that is the case, then messages should be written to the server access
log for each rejected connection attempt.

« |f the Directory Proxy Server is configured to restrict access based on the address of the
client, then messages should be written to the server access log for each rejected connection
attempt.
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If a connection handler encounters a significant error, then it can stop listening for new
reguests. If this occurs, then a message should be written to the server error log with
information about the problem. Another solution is to restart the server. A third optionisto
restart the connection handler using the LDIF connection handler to make it available again.
To do this, create an LDIF file that disables and then re-enables the connection handler,
create the conf i g/ aut o- process- 1 di f directory if it does not already exist, and then copy
the LDIF fileinto it.

The Server is Unresponsive

Y ou can first check the current server state by using the bi n/ ser ver - st at e command. If the
Directory Proxy Server processis running and appears to be accepting connections but does
not respond to requests received on those connections, then potential reasons for this behavior
include:

If all worker threads are busy processing other client requests, then new requests that arrive
will be forced to wait in the work queue until aworker thread becomes available. If thisis
the case, then a stack trace obtained using the j st ack command shows that all of the worker
threads are busy and none of them are waiting for new requests to process.

A dedicated thread pool can be used for processing administrative operations. This thread
pool enables diagnosis and corrective action if al other worker threads are processing
operations. To request that operations use the administrative thread pool, using the

| dapsear ch command for example, use the - - useAdni ni st rat i veSessi on option.

The requester must have the use- adni n- sessi on privilege (included for root users). By
default, eight threads are available for this purpose. This can be changed with the num
admi ni strati ve- sessi on-wor ker - t hr eads property in the work queue configuration.

Note: If all of the worker threads are tied up processing the same
0 operation for along time, the server will also issue an aert that it might be
- deadl ocked, which may not actually be the case. All threads might be tied
up processing unindexed searches.

If arequest handler is stuck performing some expensive processing for a client connection,
then other requests sent to the server on connections associated with that request handler is
forced to wait until the request handler is able to read data on those connections. If thisisthe
case, then only some of the connections can experience this behavior (unless thereis only
asingle request handler, in which it will impact all connections), and stack traces obtained
using thej st ack command shows that a request handler thread is continuously blocked
rather than waiting for new requeststo arrive. Note that this scenario is a theoretical problem
and one that has not appeared in production.

If the VM in which the Directory Proxy Server isrunning is not properly configured, then

it can be forced to spend a significant length of time performing garbage collection, and in
severe cases, could cause significant interruptions in the execution of Java code. In such
cases, a stack trace obtained from apst ack of the native process should show that most
threads are idle but at least one thread performing garbage collection is active. It isalso likely
that one or a small number of CPUs is 100% busy while all other CPUs are mostly idle. The
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server will also issue an aert after detecting along VM pause (due to garbage collection).
The aert will include details of the pause.

If the VM in which the Directory Proxy Server isrunning has hung for some reason, then
the pst ack utility should show that one or more threads are blocked and unable to make
progress. In such cases, the system CPUs should be mostly idle.

If anetwork or firewall configuration problem arises, then attempts to communicate with the
server cannot be received by the server. In that case, a network sniffer like snoop or t cpdunp
should show that packets sent to the system on which the Directory Proxy Server isrunning
are not receiving TCP acknowledgement.

If the system on which the Directory Proxy Server is running has become hung or lost power
with a graceful shutdown, then the behavior is often similar to that of a network or firewall
configuration problem.

If it appears that the problem is with the Directory Proxy Server software or the VM in which
it isrunning, then you need to work with your authorized support provider to fully diagnose the
problem and determine the best course of action to correct it.

The Server is Slow to Respond to Client Requests

If the Directory Proxy Server isrunning and does respond to clients, but clients take along
time to receive responses, then the problem can be attributable to a number of potential
problems. In these cases, use the Periodic Stats Logger, which is avaluable tool to get per-
second monitoring information on the Directory Proxy Server. The Periodic Stats Logger can
save the information in csv format for easy viewing in a spreadsheet. For more information, see
"Profiling Server Performance Using the Periodic Stats Logger”. The potential problems that
cause slow responses to client requests are as follows:

The server is not optimally configured for the type of requests being processed, or clients
are requesting inefficient operations. If thisis the case, then the access log should show

that operations are taking along time to complete and they will likely be unindexed. In that
case, updating the server configuration to better suit the requests, or altering the requeststo
make them more efficient, could help aleviate the problem. In this case, view the expensive
operations accesslog in | ogs/ expensi ve- ops, which by default logs operations that take
longer than 1 second. Y ou can also run the bi n/ st at us command or view the status in the
Administrative Console to see the Directory Proxy Server's Work Queue information (also
see the next bullet point).

The server is overwhelmed with client requests and has amassed a large backlog of requests
in the work queue. This can be the result of a configuration problem (for example, too few
worker thread configured), or it can be necessary to provision more systems on which to

run the Directory Proxy Server software. Symptoms of this problem appear similar to those
experienced when the server is asked to process inefficient requests, but looking at the details
of the requests in the access log show that they are not necessarily inefficient requests. Run
the bi n/ st at us command to view the Work Queue information. If everything is performing
well, you should not see alarge queue size or a server that is near 100% busy. The %Busy
statistic is calculated as the percentage of worker threads that are busy processing operations.

- Work Queue ---
: Recent : Average : Maxi num
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Queue Size : 10 : 1 ;10

% Busy © 17 : 14 : 100

Y ou can also view the expensive operations accesslog in | ogs/ expensi ve- ops, Which by
default logs operations that take longer than 1 second.

The server is not configured to fully cache all of the datain the server, or the cache is not
yet primed. In this case, i ost at reportsavery high disk utilization. This can be resolved
by configuring the server to fully cache all data, and to load database contents into memory
on startup. If the underlying system does not have enough memory to fully cache the entire
data set, then it might not be possible to achieve optimal performance for operations that
need data which is not contained in the cache. For more information, see Disk-Bound
Deployments.

If the VM is not properly configured, then it will need to perform frequent garbage
collection and periodically pause execution of the Java code that it isrunning. In that case,
the server error log should report that the server has detected a number of pauses and can
include tuning recommendations to help alleviate the problem.

If the Directory Proxy Server is configured to use alarge percentage of the memory in the
system, then it is possible that the system has gotten low on available memory and has begun
swapping. Inthiscase, i ost at should report very high utilization for disks used to hold swap
space, and commands like swap -1 on Solarisor cat / proc/ memi nf o on Linux can report a
large amount of swap memory in use. Another cause of swapping isif swappinessis not set
to 0 on Linux. For more information, see Disable File System Swapping (Linux).

If another process on the system is consuming a significant amount of CPU time, then it can
adversely impact the ability of the Directory Proxy Server to process requests efficiently.

I solating the processes (for example, using processor sets) or separating them onto different
systems can help eliminate this problem.

The Server Returns Error Responses to Client Requests

If alarge number of client requests are receiving error responses, then view thel ogs/ f ai | ed-
ops log, which is an access log for only failed operations. The potential reasons for the error
responses include the following:

If clients are requesting operations that legitimately should fail (for example, they are
targeting entries that do not exist, are attempting to update entries in away that would violate
the server schema, or are performing some other type of inappropriate operation), then the
problem islikely with the client and not the server.

If aportion of the Directory Proxy Server datais unavailable (for example, because an online
LDIF import or restoreis in progress), then operations targeting that data will fail. Those
problems will be resolved when the backend containing that datais brought back online.
During the outage, it might be desirable to update proxies or load balancers or both to route
requests away from the affected server. As of Directory Proxy Server version 3.1 or later, the
Directory Proxy Server will indicate that it isin a degraded status and the Directory Proxy
Server will route around it.

If the Directory Proxy Server work queue is configured with a maximum capacity and
that capacity has been reached, then the server begins rejecting all new requests until
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space is available in the work queue. In this case, it might be necessary to alter the server
configuration or the client requests or both, so that they can be processed more efficiently, or
it might be necessary to add additional server instances to handle some of the workload.

If aninternal error occurs within the server while processing a client request, then the server
terminates the connection to the client and logs a message about the problem that occurred.
This should not happen under normal circumstances, so you will need to work with your
authorized support provider to diagnose and correct the problem.

If aproblem is encountered while interacting with the underlying database (for example, an
attempt to read from or write to disk failed because of a disk problem or lack of available
disk space), then it can begin returning errors for all attempts to interact with the database
until the backend is closed and re-opened and the database has been given a change to
recover itsdlf. In these cases, thej e. i nfo. * filein the database directory should provide
information about the nature of the problem.

The Server Must Disconnect a Client Connection

If aclient connection must be disconnected due to the expense of the client's request, such asan
unindexed search across a very large database, perform the following:

Find the client's connection ID by looking in thecn=Acti ve Operati ons, cn=nonit or
moni t or entry.

$ bin/l dapsearch -baseDN cn=npnitor "cn=active operations" \
--bindDN "cn=di rectory manager" \
- - bi ndPasswor d password

The monitor entry will contain attribute values for oper at i on-i n- progr ess, which look
like an access log message. Look for the value of conn in the client request that should be
disconnected. In the following example, the client to be disconnected is requesting a search
for (descri pti on=expensi ve), which is on connection 6.

dn: cn=Active Operations, cn=nonitor

obj ectCl ass: top

obj ectClass: ds-nonitor-entry

obj ect Cl ass: ds-active-operations-nonitor-entry

obj ect Cl ass: extensi bl eObj ect

cn: Active Operations

num oper ati ons-in-progress: 2

operation-in-progress: [15/Dec/2014:10:55:35 -0600] SEARCH conn=6 op=3 nsgl D=4
clientlP="10.8.4.21" aut hDN="cn=appl, ou=appl i cati ons, dc=exanpl e, dc=coni base="dc
=exanpl e, dc=conf" scope=whol eSubtree filter="(descripti on=expensive)" attrs="A
LL" uni ndexed=true

operation-in-progress: [15/Dec/2014:10:56: 11 -0600] SEARCH conn=7 op=1 nsgl D=2
clientlP="127.0.0.1" authDN="cn=Directory Manager, cn=Root DNs, cn=confi g" base="c
n=noni tor" scope=whol eSubtree filter="(cn=active operations)" attrs="ALL"
num per si st ent - searches-in-progress: 0

With the connection ID value, create afile with the following contents, named
di sconnect 6.1 dif.

dn: ds-task-id=di sconnect 6, cn=schedul ed Tasks, cn=t asks

obj ectC ass: top

obj ect Cl ass: ds-task

obj ect Cl ass: ds-task-di sconnect

ds-t ask-di sconnect - connection-id: 6

ds-task-id: disconnect6

ds-t ask-cl ass-nane: com unboundi d. di rectory. server.tasks. Di sconnect d i ent Task
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» ThisLDIFfilerepresents atask entry. The connection ID value 6 is assigned to ds- t ask-
di sconnect - connecti on-i d. Thevaluefor ds-t ask-i d value does not follow a specific
convention. It must be unigue among other task entries currently cached by the server.

» Disconnect the client and cancel the associated operation by adding the task entry to the
server:

$ bin/l dapnodify --fil enane di sconnect6.ldif \
--defaul t Add --bindDN "cn=di rectory manager" \
- - bi ndPasswor d password

Problems with the Administrative Console

If aproblem arises when trying to use the Administrative Console, then potential reasons for the
problem may include the following:

» Theweb application container used to host the console is not running. If an error occurs
while trying to start it, then consult the logs for the web application container.

« |f aproblem occurs while trying to authenticate to the web application container, then make
sure that the target Directory Proxy Server isonline. If it isonline, then the access log may
provide information about the reasons for the authentication failure.

» |If aproblem occurs while attempting to interact with the Directory Proxy Server instance
using the Administrative Console, then the access and error logs for that Directory Proxy
Server instance might provide additional information about the underlying problem.

Problems with the Administrative Console: JVM Memory Issues

Console runs out of memory (PermGen). An inadequate PermSize setting in the server, while
hosting web applications like the Administrative Console may result in errors like thisin the
error log:

[02/ Mar/ 2016: 07: 50: 27. 017 -0600] threadl D=2 cat egory=UTI L
severity=SEVERE _ERROR nsgl D=-1 nsg="The server experienced an unexpected
error. Please report this problemand include this log file.
Qut O MenoryError: PernGen space
()\ ncom unboundi d. di rectory. server. core. Di rect oryServer. uncaught Excepti on
(DirectoryServer.java: 15783)\ nj ava. | ang. Thr eadG oup. uncaught Excepti on
(ThreadG oup. j ava: 1057) \ nj ava. | ang. Thr eadG oup. uncaught Excepti on
(ThreadG oup. j ava: 1052)\ nj ava. | ang. Thr eadG oup. uncaught Excepti on
(ThreadG oup. j ava: 1052)\ nj ava. | ang. Thr ead. di spat chUncaught Excepti on
(Thread. j ava: 1986)\ nBui | d revi si on: 22496\ n"

Thisisonly relevant for servers running Java 7.

Global Index Growing Too Large

If the global index appears to be growing too large, you can reload from the backend directory
servers. Usether el oad- i ndex tool with the - - f r onDS option, overriding the configuration

of thepri me- i ndex- sour ce property. Y ou can do this on a one off basisif the global index
appearsto be growing too large as follows:

$ bin/rel oad-index \
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- - bi ndPasswor d password \
- -baseDN "dc=exanpl e, dc=con' \
--fronDS

Forgotten Proxy User Password

If you have forgotten the password you set for the cn=Pr oxy User entry, you can work around
the problem as follows:

Y ou can temporarily add a second password to the proxy user entry so that you can transition
al of the proxy server instances to the new password. However, you should have multiple
passwords on the cn=Pr oxy User entry for the shortest time possible.

If you do not know the clear-text value, then you can use the encrypted value when
configuring the new Directory Proxy Server. The encryption scheme allows reversible
passwords that are stored in the server configuration so that they can be decrypted by any
server instance.

Y ou can create anew root user in the directory server instances with the appropriate set of
privileges and have the new proxy server instance use that account to authenticate. Sinceitis
not a good idea to have an account for which you do not know the password, you may want
to update all of the other proxy server instances to use the new account.

Y ou can use a protocol analyzer like snoop or W r eshar k, to capture the password from the
network communication.

Providing Information for Support Cases

If aproblem arises that you are unable to fully diagnose and correct on your own, then contact
your authorized support provider for assistance. To ensure that the problem can be addressed

as quickly as possible, be sureto provide all of the information that the support personnel may
need to fully understand the underlying cause by running the col | ect - suppor t - dat a tool, and
then sending the generated zip file to your authorized support provider. It is good practice to run
thistool and send the ZIP file to your authorized support provider before any corrective action
has taken place.
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Chapter

11

Managing the SCIM Servlet Extension

The Ping |dentity Directory Proxy Server provides a System for Cross-domain |dentity
Management (SCIM) servlet extension to facilitate moving users to, from, and between cloud-
based Software-as-a-Service (SaaS) applicationsin a secure, fast, and simple way. SCIM isan
aternative to LDAP, allowing identity data provisioning between cloud-based applications over
HTTPS.

This section describes fundamental SCIM concepts and provides information on configuring
SCIM on your server.

Topics:

* Overview of SCIM Fundamentals

» Creating Your Own SCIM Application

» Configuring SCIM

» Configuring Advanced SCIM Extension Features
» Configuring the Identity Access API

* Monitoring the SCIM Servlet Extension

275



Managing the SCIM Servlet Extension

Overview of SCIM Fundamentals

Understanding the basic concepts of SCIM can help you use the SCIM extension to meet the
your deployment needs. SCIM allows you to:

» Provision identities. Through the API, you have access to the basic create, read, update, and
delete functions, aswell as other specia functions.

» Provision groups. SCIM aso alows you to manage groups.

* Interoperate using a common schema. SCIM provides a well-defined, platform-neutral
user and group schema, as well as a simple mechanism to extend it.

The SCIM extension implements the 1.1 version of the SCIM specification. Familiarize yourself
with this specification to help you understand and make efficient use of the SCIM extension and
the SCIM SDK. The SCIM specifications are located on the Simplecloud website.

Summary of SCIM Protocol Support

PingData implements all required features of the SCIM protocol and most optional features. The
following table describes SCIM features and whether they are supported.

Table 12: SCIM Protocol Support

SCIM Feature Supported

Etags Yes

JSON Yes

XML* Yes

Authentication/Authorization Yes, via HTTP basic authentication or OAuth 2.0 bearer
tokens

Service Provider Configuration Yes

Schema Yes

User resources Yes

Group resources Yes

User-defined resources Yes

Resource retrieval via GET Yes

List/query resources Yes

Query filtering* Yes

Query result sorting* Yes

Query result pagination* Yes (Directory Server, not Directory Proxy Server)

Resource updates via PUT Yes

Partial resource updates via PATCH* Yes

Resource deletes via DELETE Yes

Resource versioning* Yes (requires configuration for updated servers)

Bulk* Yes

HTTP method overloading Yes

Raw LDAP Endpoints** Yes
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* denotes an optional feature of the SCIM protocol.

** denotes a PingData extension to the basic SCIM functionality.

About the Identity Access API

The Ping Identity Directory Server, Ping Identity Directory Proxy Server, and Data Sync Server
support an extension to the SCIM standard called the Identity Access API. The Identity Access
API provides an alternative to LDAP by supporting CRUD (create, read, update, and delete)
operations to access directory server data over an HTTP connection.

SCIM and the Identity Access API are provided as a unified service through the SCIM HTTP
Servlet Extension. The SCIM HTTP Servlet Extension can be configured to only enable core
SCIM resources (e.g., 'Users and 'Groups), only LDAP object classes (e.g., t op, domai n,

i net Or gPer son, Or gr oupOf Uni queNanes), or both. Because SCIM and the I dentity Access
API have different schemas, if both are enabled, there may be two representations with different
schemas for any resources defined inthe sci m resour ces. xn file: the SCIM representation
and the raw LDAP representation. Likewise, because resources are exposed by an LDAP object
class, and because these are hierarchical (e.g., t op --> per son --> or gani zat i onal Per son --

> i net Or gPer son, €tc.), aclient application can access an entry in multiple ways due to the
different paths/URI s to a given resource.

This chapter provides information on configuring the SCIM and the I dentity Access API
services on the Ping Identity Directory Server.

Creating Your Own SCIM Application

The System for Cross-domain Identity Management (SCIM) is an open initiative designed
to make moving identity data to, from, and between clouds standard, secure, fast, and easy.
The SCIM SDK is a pre-packaged collection of libraries and extensible classes that provides
developers with asimple, concrete API to interact with a SCIM service provider.

The SCIM SDK isavailable for download at https.//github.com/unboundid/scim.

Note: Thevalue of aread-only SCIM attribute can be set by a POST
L operation if the SCIM attribute is a custom attribute in the sci m
- resour ce. xm config file, but not if the SCIM attribute is a core SCIM
attribute.

Configuring SCIM

This section discusses details about the PingData implementation of the SCIM protocol. Before
reading this chapter, familiarize yourself with the SCIM Protocol specification, available on the
Simplecloud website.
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Before You Begin

To set up your SCIM servlet extension, the Directory Server provides adsconf i g batch filefile,
sci m confi g- proxy. dsconfi g, located in the <ser ver - r oot >/ conf i g directory. The script
runs a series of commands that enables the HT TP Connection Handler and SCIM HTTP Servlet
Extension, increases the level of detail logged by the HTTP Detailed Access Log Publisher,
adds access controls to allow access to LDAP controls used by the SCIM servlet, adds support
to the request processor for LDAP controls used by the SCIM servlet, and sets the subordinate
base DN property of the root DSE so that SCIM requests can be authenticated using LDAP ui d
values. Y ou should edit thisdsconf i g batch file before running the details of your deployment.

The SCIM resource mappings are defined by the sci m resour ces. xni filelocated in the

confi g directory. Thisfile defines the SCIM schema and mapsiit to the LDAP schema. Thisfile
can be customized to define and expose deployment specific resources. See Managing the SCIM
Schema for more information.

Configuring the SCIM Servlet Extension

The Directory Proxy Server provides adefault SCIM HTTP Servlet Extension that can be
enabled and configured using adsconf i g batch script, sci m confi g- proxy. dsconfi g,

located inthe conf i g directory. The script runs a series of commands that enablesthe HTTPS
Connection Handler, increases the level of detail logged by the HTTP Detailed Access log
publisher, and adds access controlsto allow access to LDAP controls used by the SCIM Servlet
Extension.

When configuring the Directory Proxy Server to act as a SCIM server, enable the ent r yDN
virtual attribute on any directory servers fronted by the Directory Proxy Server. Thisisalso
needed when using the Identity Access API.

To Configure the SCIM Servlet Extension

1. Beforeyou enable the SCIM servlet extension, add access controls on each of the backend
Directory Serversto allow read access to operational attributes used by the SCIM Servlet
Extension. We recommend using the following non-interactive command to add access
control instructions, rather than itsdsconf i g interactive equivalent.

$ bin/dsconfig set-access-control -handl er-prop \
--add 'gl obal -aci:(targetattr=" entryUUID || entryDN || ds-entry-unique-id ||
createTi mestanp || nodifyTi mestanmp”)
(version 3.0;acl "Authenticated read access to operational attributes \
used by the SCI M servlet extension"; allow (read, search, conpare)
userdn="Ildap:///all";)"

2. Onthe Directory Proxy Server, enable the SCIM servlet extension by running the dsconfi g
batch file.

$ bin/dsconfig --batch-file config/sci mconfig-proxy.dsconfig
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3. Thedsconfi g batch file must be edited to use the correct request processor name and base
DN name(s) for the set - r equest - pr ocessor - pr op and set - r oot - dse- backend- pr op
commands, respectively, as described in the "Configuring LDAP Control Support on All
Request Processors' and "SCIM Servlet Extension Authentication” sections later in the
chapter.

To Enable Resource Versioning

Resource versioning is enabled by default in new installations. Upgraded servers that had SCIM
enabled need additional configuration to enable resource versioning.

1. Enabletheds- ent ry- checksumvirtual attribute.

$ bin/dsconfig set-virtual-attribute-prop \
--nane ds-entry-checksum\
--set enabl ed:true

2. Remove any existing access controls required by SCIM for read access to operational
attributes:

$ bin/dsconfig set-access-control -handl er-prop \

--renove 'global-aci:(targetattr="entryUUI D || entryDN || ds-
entry-unique-id || createTimestanp || ds-create-tinme || nodifyTi mestanp || ds-update-
time")(version 3.0;acl "Authenticated read access to operational attributes used by

the SCI M servl et extension"; allow (read, search, conpare) userdn="ldap:///all"

3. On the backend Directory Server, make sure new access controls required by SCIM for read
access to operational attributes are enabled with the following command. If this ACI is not
present, issues will occur when a SCIM client tries to authenticate with an non-root DN.

$ bin/dsconfig set-access-control -handl er-prop \

--add ‘'global-aci:(targetattr="entryUUID || entryDN || ds-
entry-unique-id || createTinmestanp || ds-create-tinme || nodifyTi mestanp || ds-update-
time || ds-entry-checksum)(version 3.0;acl "Authenticated read access to operational

attributes used by the SCl M servl et extension"; allow (read, search, conpare)
userdn="Ildap:///all"

Configuring LDAP Control Support on All Request Processors (Proxy Only)

Y ou need to configure support for the required LDAP controls on al request processors
handling LDAP requests that result from SCIM requests. Change the request processor name
that was provided as an example and repeat the command for all additional request processors.

To Configure LDAP Control Support on All Request Processors

* Usedsconfi g to change the request processor name that was provided as an example
and repeat the command for all additional request processors. Make sure to use your
deployment's request processor hame.

$ bin/dsconfig set-request-processor-prop \
--processor-nane dc_exanpl e_dc_comreq-processor \
--add supported-control -o0id:1.2.840.113556. 1. 4. 319 \
--add supported-control -o0id:1.2.840.113556. 1. 4. 473 \
--add supported-control -oid: 2.16.840. 1. 113730. 3. 4.9
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SCIM Servlet Extension Authentication

The SCIM servlet supports authentication using either the HTTP Basic authentication scheme,
or OAuth 2.0 bearer tokens. When authenticating using HT TP Basic authentication, the SCIM
servlet attemptsto correlate the username component of the Authorization header to aDN in the
Directory Proxy Server. If the username value cannot be parsed directly asaDN, it is correlated
to a DN using an Identity Mapper. The DN is then used in a simple bind request to verify the
password.

In deployments that use an OAuth authorization server, the SCIM extension can be configured
to authenticate requests using OAuth bearer tokens. The SCIM extension supports authentication
with OAuth 2.0 bearer tokens (per RFC 6750) using an OAuth Token Handler Server SDK
Extension. Because the OAuth 2.0 specification does not specify how contents of a bearer token
are formatted, PingData provides the token handler API to decode incoming bearer tokens and
extract or correlate associated authorization DNs.

Neither HTTP Basic authentication nor OAuth 2.0 bearer token authentication are secure unless
SSL isused to encrypt the HTTP traffic.

Enabling HTTPS Communications

If you want the SCIM HTTP connection handler to use SSL, which is mandated by the SCIM
specification, you need to enable a Key Manager provider and Trust Manager provider.

To enable SSL during the Directory Proxy Server'sinitia setup, include the - - | dapsPort and
the - - gener at eSel f Si gnedCerti fi cat e arguments with the set up command. If your server
aready has a certificate that you would like to use, set the key- manager - pr ovi der to the value
you set when you enabled SSL in the Directory Proxy Server, or define a new key manager
provider (see Configuring HTTP Connection Handlers).

To Configure Basic Authentication Using an Identity Mapper

By default, the SCIM servlet is configured to use the Exact Match Identity Mapper, which
matches against the ui d attribute. In this example, an aternate |dentity Mapper is created so that
clients can authenticate using cn values.

1. Create anew Identity Mapper that uses a match attribute of cn.

$ bin/dsconfig cr eate-identity- mapper \
--mapper-nane "CN ldentity Mapper" \
--type exact-match \
--set enabl ed:true \
--set match-attribute:cn

2. Configure the SCIM servlet to use the new Identity Mapper.

$ bin/dsconfig set-http-servlet-extension-prop \
- -ext ensi on-name SCI M\
--set "identity-nmapper:CN |Identity Mapper"
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To Enable OAuth Authentication

To enable OAuth authentication, you need to create an implementation of the
OAut hTokenHandl er using the API provided in the Server SDK. For details on creating an
OAut hTokenHandl er extension, see the Server SDK documentation.

1. Install your OAuth token handler on the server using dsconfi g.

$ bin/dsconfig create-oaut h-token-handl er \
- - handl er - name Exanpl eQAut hTokenHandl er \
--type third-party \
--set extension-class: com unboundi d. di rect ory. sdk. exanpl es. Exanpl eQAut hTokenHandl er

2. Configurethe SCIM servlet extension to use it as follows:

$ bin/dsconfig set-http-servlet-extension-prop \
- -extensi on-name SCI M\
--set oaut h-token-handl er: Exanpl eQAut hTokenHandl er

Using HTTP Basic Authentication with Bare UID on the Directory Proxy Server

As discussed above, clients can authenticate to the SCIM extension using HTTP basic
authentication and a bare UID value. However, when a SCIM extension is hosted by a Directory
Proxy Server, the server needsto be explicitly configured with the names of subordinate base
DNsto search. To do this, run the following command on the Directory Proxy Server for every
base DN that may be accessed via SCIM. Make sure to specify your deployment's subordinate
base DN.

$ bin/dsconfig set-root-dse-backend-prop \
--set subordi nat e- base- dn: dc=exanpl e, dc=com

Verifying the SCIM Servlet Extension Configuration

Y ou can verify the configuration of the SCIM extension by navigating to a SCIM resource URL
viathe command line or through a browser window.

To Verify the SCIM Servlet Extension Configuration

Y ou can verify the configuration of the SCIM extension by navigating to a SCIM resource URL
viathe command line or through a browser window.

* Runcurl to verify that the SCIM extension isrunning. The -k (or - -i nsecur e) option is
used to turn off curl's verification of the server certificate, since the example Directory Proxy
Server isusing a self-signed certificate.

$ curl -u "cn=Directory Manager: password" \
-k "https://1ocal host: 8443/ sci nl Servi ceProvi der Confi gs"

{"schemas":["urn:sci mschemas: core:1.0"],"id":"urn:sci mschemas: core: 1. 0",
"patch":{"supported":true}, "bul k": {"supported":true, "maxCOperations": 10000,
"maxPayl oadSi ze": 10485760}, "filter": {"supported":true, "nmaxResul ts": 100},
"changePassword": {"supported":true}, "sort": {"supported":true},
"etag":{"supported":fal se}, "aut henticati onSchenmes":[{"nane":"HttpBasic",
"description":"The HTTP Basi c Access Authentication schene. This schene is

281



Managing the SCIM Servlet Extension

not considered to be a secure nethod of user authentication (unless used in
conjunction with some external secure system such as SSL), as the user

nanme and password are passed over the network as cleartext.","specUrl":
"http://ww.ietf.org/rfc/rfc2617","docunmentati onUrl":

"http://en.w ki pedi a. org/w ki / Basi c_access_aut hentication"}]}

e If theuser ID isavalid DN (such ascn=Di rect ory Manager ), the SCIM extension
authenticates by binding to the Directory Proxy Server asthat user. If theuser ID isnot a
valid DN, the SCIM extension searches for an entry with that ui d value, and binds to the
server asthat user. To verify authentication to the server as the user with the ui d of user. 0,

run the following command:

$ curl -u "user.O0: password" \
-k "https://1ocal host: 8443/ sci ml Servi ceProvi der Confi gs"

Configuring Advanced SCIM Extension Features

The following sections show how to configure advanced SCIM servlet extension features, such
as bulk operation implementation, mapping SCIM resource IDs, and transformations.

Managing the SCIM Schema

This section describes the SCIM schema and provides information on how to map LDAP
schemato the SCIM resource schema.

About SCIM Schema

SCIM provides a common user schema and extension model, making it easier to interoperate
with multiple Service Providers. The core SCIM schema defines a concrete schemafor user and
group resources that encompasses common attributes found in many existing schemas.

Each attribute is defined as either a single attribute, allowing only one instance per resource,

or amulti-valued attribute, in which case severa instances may be present for each resource.
Attributes may be defined as simple, name-value pairs or as complex structures that define sub-
attributes.

While the SCIM schema follows an object extension model similar to object classesin LDAP,
it does not have an inheritance model. Instead, all extensions are additive, similar to LDAP
Auxiliary Object Classes.

Mapping LDAP Schema to SCIM Resource Schema

The resources configuration fileisan XML file that is used to define the SCIM resource schema
and its mapping to LDAP schema. The default configuration of the sci m resour ces. xni file
provides definitions for the standard SCIM Users and Groups resources, and mappings to the
standard LDAP i net Or gPer son and gr oupOf Uni queNanes object classes.
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The default configuration may be customized by adding extension attributes to the Users and
Groups resources, or by adding new extension resources. The resources file is composed of a
single <r esour ces> element, containing one or more <r esour ce> elements.

For any given SCIM resource endpoint, only one <LDAPAdd> template can be defined, and

only one <LDAPSear ch> element can be referenced. If entries of the same object class can be
located under different subtrees or base DNs of the Directory Proxy Server, then a distinct SCIM
resource must be defined for each unique entry location in the Directory Information Tree. This
can be implemented in many ways. For example:

* Create multiple SCIM servlets, each with aunique sci m r esour ces. xm configuration, and
each running under a unique HTTP connection handler.

» Create multiple SCIM servlets, each with aunique sci m resour ces. xnl configuration, each
running under asingle, shared HT TP connection handler, but each with a unique context
path.

Note that LDAP attributes are allowed to contain charactersthat are invalid in XML (because
not all valid UTF-8 characters are valid XML characters). The easiest and most-correct way to
handle thisisto make sure that any attributes that may contain binary data are declared using
"dataType=binary" inthesci mresources. xm file. Likewise, when using the Identity Access
APl make sure that the underlying LDAP schema uses the Binary or Octet String attribute
syntax for attributes which may contain binary data. Thiswill cause the server to automatically
base64-encode the data before returning it to clients and will also make it predictable for clients
because they can assume the data will always be base64-encoded.

However, it is still possible that attributes that are not declared as binary in the schema may
contain binary data (or just datathat isinvalid in XML), and the server will always check for
this before returning them to the client. If the client has set the content-type to XML, then

the server may choose to base64-encode any values which are found to include invalid XML
characters. When thisis done, a special attribute is added to the XML element to alert the client
that the value is base64-encoded. For example:

<sci mval ue base64Encoded="tr ue" >AAABPBOEBZc=</ sci m val ue>

The remainder of this section describes the mapping elements available in the sci m
resources. xn file.

About the <resource> Element
A resour ce element has the following XML attributes:

» scherma: arequired attribute specifying the SCIM schema URN for the resource.
Standard SCIM resources aready have URNSs assigned for them, such as
urn: sci mschemas: core: 1. 0. A new URN must be obtained for custom resources using
any of the standard URN assignment methods.

e nane: arequired attribute specifying the name of the resource used to access it through the
SCIM REST API.

* mappi ng: acustom Java class that provides the logic for the resource mapper. This class must
extend the com unboundi d. sci m | dap. Resour ceMapper class.

A resource element contains the following XML elements in sequence:
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descri pti on: arequired element describing the resource.

endpoi nt : arequired element specifying the endpoint to access the resource using the SCIM
REST API.

LDAPSear chRef : amandatory element that pointsto an LDAPSear ch element. The
LDAPSear ch element allows a SCIM query for the resource to be handled by an LDAP
service and also specifies how the SCIM resource ID is mapped to the LDAP server.

LDAPAdd: an optional element specifying information to allow anew SCIM resource to be
added through an LDAP service. If the element is not provided then new resources cannot be
created through the SCIM service.

attri but e: one or more elements specifying the SCIM attributes for the resource.

About the <attribute> Element

Anattribut e element hasthe following XML attributes:

schema: arequired attribute specifying the schema URN for the SCIM attribute. If omitted,
the schema URN is assumed to be the same as that of the enclosing resource, so this only
needs to be provided for SCIM extension attributes. Standard SCIM attributes already have
URNSs assigned for them, such as urn:scim:schemas:core:1.0. A new URN must be obtained
for custom SCIM attributes using any of the standard URN assignment methods.

nane: arequired attribute specifying the name of the SCIM attribute.

readOnl y: an optional attribute indicating whether the SCIM sub-attribute is not allowed to
be updated by the SCIM service consumer. The default valueisfalse.

requi red: an optional attribute indicating whether the SCIM attribute is required to be
present in the resource. The default value is false.

An attribute element contains the following XML elementsin sequence:

descri pti on: arequired element describing the attribute. Then just one of the following
elements:

si npl e: specifiesasimple, singular SCIM attribute.

conpl ex: specifies acomplex, singular SCIM attribute.

si npl eMul ti Val ued: specifies asimple, multi-valued SCIM attribute.
compl exMul ti Val ued: specifies acomplex, multi-valued SCIM attribute.

O o o o

About the <simple> Element

A si npl e element has the following XML attributes:

dat aType: arequired attribute specifying the simple data type for the SCIM attribute. The
following values are permitted: binary, boolean, dateTime, decimal, integer, string.

caseExact : an optional attribute that is only applicable for string data types. It indicates
whether comparisons between two string values use a case-exact match or a case-ignore
match. The default valueisfalse.

A simple element contains the following XML element:
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* mappi ng: an optional element specifying a mapping between the SCIM attribute and an
LDAP attribute. If this element is omitted, then the SCIM attribute has no mapping and the
SCIM serviceignores any values provided for the SCIM attribute.

About the <complex> Element

The conpl ex element does not have any XML attributes. It contains the following XML
element:

* subAttribute: oneor more elements specifying the sub-attributes of the complex SCIM
attribute, and an optional mapping to LDAP. The standard t ype, pri mary, and di spl ay sub-
attributes do not need to be specified.

About the <simpleMultivalued> Element
A sinpl eMul ti Val ued element has the following XML attributes:

* chi | dNane: arequired attribute specifying the name of the tag that is used to encode values
of the SCIM attributein XML in the REST API protocol. For example, the tag for the
standard emails SCIM attribute is email.

e dat aType: arequired attribute specifying the simple data type for the plural SCIM attribute
(i.e. the data type for the value sub-attribute). The following values are permitted: bi nary,
bool ean, dat eTi ne, i nt eger, stri ng.

» caseExact : an optiona attribute that is only applicable for string data types. It indicates
whether comparisons between two string values use a case-exact match or a case-ignore
match. The default valueisfalse.

A simpleMultiVaued element contains the following XML elements in sequence:

* canoni cal Val ue: specifies the values of the type sub-attribute that is used to label each
individual value, and an optional mapping to LDAP.

* mappi ng: an optional element specifying a default mapping between the SCIM attribute and
an LDAP attribute.

About the <complexMultiValued> Element
A conpl exMul ti Val ued element has the following XML attribute:

* tag: arequired attribute specifying the name of the tag that is used to encode values of the
SCIM attributein XML inthe REST API protocol. For example, the tag for the standard
addresses SCIM attribute is address.

A conpl exMul ti Val ued element contains the following XML elementsin sequence:

* subAttribute: oneor more elements specifying the sub-attributes of the complex SCIM
attribute. The standard type, primary, and display sub-attributes do not need to be specified.

e canoni cal Val ue: specifies the values of the type sub-attribute that is used to label each
individual value, and an optional mapping to LDAP.

About the <subAttribute> Element

A subAttri but e element has the following XML attributes:
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» nane: arequired element specifying the name of the sub-attribute.

* readOnl y: an optional attribute indicating whether the SCIM sub-attribute is not allowed to
be updated by the SCIM service consumer. The default valueisfalse.

e required: anoptiona attribute indicating whether the SCIM sub-attribute is required to be
present in the SCIM attribute. The default value isfalse.

» dat aType: arequired attribute specifying the simple data type for the SCIM sub-attribute.
The following values are permitted: binary, boolean, dateTime, integer, string.

* caseExact : an optiona attribute that is only applicable for string data types. It indicates
whether comparisons between two string values use a case-exact match or a case-ignore
match. The default valueisfalse.

A subAttri but e element contains the following XML elementsin sequence:
e description: arequired element describing the sub-attribute.

* mappi ng: an optiona element specifying a mapping between the SCIM sub-attribute and an
LDAP attribute. This element is not applicable within the complexMultiValued element.

About the <canonicalValue> Element
A canoni cal Val ue element has the following XML attribute:

» nane: specifies the value of the type sub-attribute. For example, work is the value for emails,
phone numbers and addresses intended for business purposes.

A canoni cal Val ue element contains the following XML element:

e subMappi ng: an optional element specifying mappings for one or more of the sub-attributes.
Any sub-attributes that have no mappings will be ignored by the mapping service.

About the <mapping> Element
A mappi ng element has the following XML attributes:

e IdapAttribute: A required element specifying the name of the LDAP attribute to which the
SCIM attribute or sub-attribute map.

* transforn Anoptional element specifying atransformation to apply when mapping an
attribute value from SCIM to LDAP and vice-versa. The available transformations are
described in the Mapping LDAP Entries to SCIM Using the SCIM-LDAP API section.

About the <subMapping> Element
A subMappi ng element has the following XML attributes:
» nane: arequired element specifying the name of the sub-attribute that is mapped.

e |dapAttribute: arequired element specifying the name of the LDAP attribute to which the
SCIM sub-attribute maps.

* transform an optiona element specifying atransformation to apply when mapping an
attribute value from SCIM to LDAP and vice-versa. The available transformations are
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described later. The available transformations are described in Mapping LDAP Entriesto
SCIM Using the SCIM-LDAP API.

About the <LDAPSearch> Element
An LDAPSear ch element contains the following XML elementsin sequence:

* baseDN: arequired element specifying one or more LDAP search base DNs to be used when
querying for the SCIM resource.

* filter:arequired element specifying an LDAP filter that matches entries representing the
SCIM resource. Thisfilter istypically an equality filter on the LDAP object class.

» resourcel DVvappi ng: an optional element specifying a mapping from the SCIM resource
ID to an LDAP attribute. When the element is omitted, the resource I|D mapsto the LDAP
entry DN. Note The LDAPSear ch element can be added as atop-level element outside of any
<Resource> elements, and then referenced within them viaan ID attribute.

Note: The LDAPSear ch element can be added as atop-level element outside
| of any <Resource> elements, and then referenced within them viaan ID
attribute.

About the <resourcelDMapping> Element
Ther esour cel Dvappi ng element has the following XML attributes:

* ldapAttribute: aregquired element specifying the name of the LDAP attribute to which the
SCIM resource ID maps.

e creat edBy: aregquired element specifying the source of the resource ID value when anew
resource is created by the SCIM consumer using a POST operation. Allowable values for this
element include sci m consuner , meaning that a value must be present in the initial resource
content provided by the SCIM consumer, or Directory Proxy Server, meaning that avaueis
automatically provided by the Directory Proxy Server (aswould be the case if the mapped
LDAP attribute is entryUUID).

The following exampleillustrates an LDAPSear ch element that contains ar esour cel DVappi ng
element:

<LDAPSear ch i d="user Sear chPar ans" >

<baseDN>ou=peopl e, dc=exanpl e, dc=conx/ baseDN>

<filter>(objectd ass=i net OrgPerson)</filter>

<r esour cel Dvappi ng | dapAttribute="entryUUl D' createdBy="directory"/>
</ LDAPSear ch>

About the <LDAPAdd> Element
An LDAPAdd element contains the following XML elements in sequence:

* DNTenpl at e: arequired el ement specifying atemplate that is used to construct the DN of an
entry representing a SCIM resource when it is created. The template may reference values
of the entry after it has been mapped using { | dapAt tr}, wherel dapAt t r isthe name of an
LDAP attribute.
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e fixedAttribute: zeroor more elements specifying fixed LDAP values to be inserted into
the entry after it has been mapped from the SCIM resource.

About the <fixedAttribute> Element
A fixedAttribute element hasthe following XML attributes:

* IdapAttribute: arequired attribute specifying the name of the LDAP attribute for the fixed
values.

e onConflict: anoptiona attribute specifying the behavior when the LDAP entry already
contains the specified LDAP attribute. The value merge indicates that the fixed values should
be merged with the existing values. The value overwrite indicates that the existing values are
to be overwritten by the fixed values. The value preserve indicates that no changes should be
made. The default value is merge.

A fixedAttribute element contains one or morefi xedval ue XML element, which specify the
fixed LDAP values.

Validating Updated SCIM Schema

The PingData SCIM extension is bundled with an XML Schema document, r esour ces. xsd,
which describes the structure of asci m resour ces. xm resource configuration file. After
updating the resource configuration file, you should confirm that its contents are well-formed
and valid using atool such asxm i nt .

For example, you could validate your updated file as follows:

$ xmlint --noout --schena resources. xsd sci mresources. xni
sci mresources. xm validates

Mapping SCIM Resource IDs

The default sci m resour ces. xm configuration maps the SCIM resource ID to the LDAP

ent r yUUl D attribute. The ent r yuul D attribute, whose read-only value is assigned by the
Directory Proxy Server, meets the requirements of the SCIM specification regarding resource
ID immutability. However, configuring a mapping to the attribute may result in inefficient
group processing, since LDAP groups use the entry DN as the basis of group membership. The
resource configuration allows the SCIM resource ID to be mapped to the LDAP entry DN.
However, the entry DN does not meet the requirements of the SCIM specification regarding
resource |D immutability. LDAP permits entries to be renamed or moved, thus modifying the
DN. Likewise, you can use the Identity Access API to change the value of an entry's RDN
attribute, thereby triggering a MODDN operation.

A resource may also be configured such that its SCIM resource ID is provided by an arbitrary
attribute in the request body during POST operations. This SCIM attribute must be mapped to an
LDAP attribute so that the SCIM resource ID may be stored in the Directory Proxy Server. By
default, it is the responsibility of the SCIM client to guarantee ID uniqueness. However, the UID
Unique Attribute Plugin may be used by the Directory Proxy Server to enforce attribute value
unigueness. For information about the UID Unique Attribute Plugin, see "Working with the UID
Unique Attribute Plug-in" in the Ping Identity Directory Server Administration Guide.
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Note: Resource IDs may not be mapped to virtual attributes. For more
0. information about configuring SCIM Resource I1Ds, see "About the
<r esour cel DMappi ng> Element”.

Using Pre-defined Transformations

Transformations are required to change SCIM data types to LDAP syntax values. The following
pre-defined transformations may be referenced by the transform XML attribute:

e com unboundi d. sci m | dap. Bool eanTr ansf or mat i on. Transforms SCIM boolean data type
valuesto LDAP Boolean syntax values and vice-versa.

e com unboundi d. sci m | dap. Gener al i zedTi neTr ansf or mat i on. Transforms SCIM
dateTime data type valuesto LDAP Generalized Time syntax values and vice-versa.

e com unboundi d. sci m | dap. Post al Addr essTr ansf or mat i on. Transforms SCIM formatted
address values to LDAP Postal Address syntax values and vice-versa. SCIM formatted
physical mailing addresses are represented as strings with embedded new lines, whereas
LDAP uses the $ character to separate address lines. This transformation interprets new lines
in SCIM values as address line separators.

e com unboundi d. sci m | dap. Tel ephoneNunber Tr ansf or mat i on. Transforms LDAP
Telephone Number syntax (E.123) to RFC3966 format and vice-versa.

Y ou can also write your own transformations using the SCIM API described in the following
section.

Mapping LDAP Entries to SCIM Using the SCIM-LDAP API

In addition to the SCIM SDK, PingData provides a library called SCIM-LDAP, which provides
facilities for writing custom transformations and more advanced mapping.

Y ou can add the SCIM-LDAP library to your project using the following dependency:

<dependency>
<gr oupl d>com unboundi d. product . sci n/ gr oupl d>
<artifactld>scimldap</artifactld>
<ver si on>1. 5. 0</ ver si on>

</ dependency>

Create your custom transformation by extending the
com unboundi d. sci m | dap. Transf or mat i on class. Place your custom transformation classin
ajar fileinthe server'sl i b directory.

Note: The Identity Access API automatically maps LDAP attribute
0. syntaxes to the appropriate SCIM attribute types. For example, an LDAP
DirectoryString is automatically mapped to a SCIM string.
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SCIM Authentication

SCIM requests to the LDAP endpoints will support HTTP Basic Authentication and OAuth2
Authentication using a bearer token. Thereis existing support for this feature in the Directory
Server and the Directory Proxy Server using the OAuthTokenHandler API (i.e., viaa Server
SDK extension, which requires some technical work to implement).

Note that our implementation only supports the HTTP Authorization header for this purpose;
we do not support the form-encoded body parameter or URI query parameter mechanisms for
specifying the credentials or bearer token.

SCIM Logging

The Directory Proxy Server aready provides adetailed HTTP log publisher to capture the SCIM
and HTTP request details. To be able to correlate this data to the internal LDAP operations that
are invoked behind the scenes, the Access Log Publisher will use"ori gi n=sci m" in access log

messages that are generated by the SCIM servlet.

For example, you will see a message for operations invoked by replication:

[30/ Cct/2012: 18: 45: 10. 490 -0500] MODI FY REQUEST conn=-3 op=190 nsgl D=191
origin="replication" dn="ui d=user. 3, ou=peopl e, dc=exanpl e, dc=cont

Likewise for SCIM messages, you will see amessage like this:

[30/ Cct/2012: 18: 45: 10. 490 -0500] MODFI Y REQUEST conn=-3 op=190 nsgl D=191
ori gin="scini' dn="ui d=user. 3, ou=peopl e, dc=exanpl e, dc=cont

SCIM Monitoring
There are two facilities that can be used to monitor the SCIM activity in the server.

e HTTPConnectionHandler StatisticsM onitor Provider -- Provides statistics straight
about total and average active connections, requests per connection, connection duration,
processing time, invocation count, etc.

» SCIM ServletMonitor Provider -- Provides high level statistics about request methods
(POST, PUT, GET, etc.), content types (JSON, XML), and response codes, for example,
"user - pat ch- 404: 26".

The LDAP object class endpoints are treated as their own resource types, so that for
requests using the Identity Access API, there will be statistics, such as per son- get - 200 and
i net or gper son- post - 401.
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Configuring the Identity Access API

Once you have run the <ser ver - r oot >/ confi g/ sci m confi g-ds. dsconfi g script, the
resources defined inthe sci m resour ces. xm will be available aswell as the Identity Access
API. However, to allow SCIM access to the raw LDAP data, you must set a combination of
configuration properties on the SCIM Servlet Extenstion using the dsconf i g tool.

include-ldap-obj ectclass. Specifies amulti-valued property that lists the object classes for
entries that will be exposed. The object class used here will be the one that clients need to use
when referencing Identity Access API resources. This property allows the special value "*"
to allow all object classes. If "*" isused, then the SCIM servlet uses the same case used in
the Directory Proxy Server LDAP Schema.

exclude-ldap-objectclass. Specifies amulti-valued property that lists the object classes for
entries that will not be exposed. When this property is specified, all object classes will be
exposed except thosein thislist.

include-ldap-base-dn. Specifies amulti-valued property that lists the base DNs that will be
exposed. If specified, only entries under these base DNs will be accessible. No parent-child
relationships in the DNs are allowed here.

exclude-ldap-base-dn. Specifies a multi-valued property that lists the base DNs that will not
be exposed. If specified, entries under these base DNs will not be accessible. No parent-child
relationshipsin the DNs are allowed here.

Using a combination of these properties, SCIM endpoints will be available for al included
object clases, just asif they were SCIM Resources defined inthesci m resour ces. xmi file.

To Configure the ldentity Access API

1. Ensurethat you have run the sci m confi g- ds. dsconfi g script to configure the SCIM

interface. Be sure to enable the entryDN virtual attribute. See the Configure SCIM section for
more information.

Set a combination of propertiesto allow the SCIM clients access to the raw LDAP data:

i ncl ude-1 dap- obj ect cl ass, excl ude- | dap- obj ect cl ass, i ncl ude- | dap- base-dn, Or
excl ude- | dap- base-dn.

$ bin/dsconfig set-http-servlet-extension-prop \

--extension-name SCIM --set 'include-|dap-objectclass:*" \
--set include-| dap-base-dn: ou=Peopl e, dc=exanpl e, dc=com

The SCIM clients now have access to the raw LDAP data via LDAP object class-based
resources as well as core SCIM resources as defined inthesci m resour ce. xn file.
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To Disable Core SCIM Resources

1. Opentheconfi g/ sci mresources. xm file, and comment out or remove the <r esour ce>
elements that you would like to disable.

2. Disable and re-enable the HTTP Connection Handler, or restart the server to make the
changes take effect. In general, changing the sci m r esour ces. xn file requiresaHTTP
Connection Handler restart or server restart.

Note: When making other changes to the SCIM configuration by
0. modifying the SCIM HTTP Servlet Extension using dsconfi g, the
changes take effect immediately without any restart required.

To Verify the Identity Access API Configuration

« Perform acurl request to verify the Identity Access API configuration.

$ curl -k -u "cn=directory manager: password" \
-H "Accept: application/json" \
"https://exanpl e. conltop/ 56c9f d6b- f 870- 35ef - 9959- 691c783b7318?
attri butes=entryDN, ui d, gi venNane, sn, ent ryUul D"
{"schemas":["urn:sci mschemas: core: 1. 0", "urn: unboundi d: schemas: sci m | dap: 1. 0"],
"id":"56c9f déb-f 870- 35ef - 9959- 691c783b7318",
"nmeta": {"lastModified":"2013-01-11T23: 38: 26. 489Z",
"l ocation":"https://exanpl e.com 443/ v1l/top/56c9f d6b-
f 870- 35ef - 9959- 691¢c783b7318"},
"urn: unboundi d: schemas: sci m | dap: 1. 0": {"gi venNanme": [ "Rufus"], "uid": ["user.1"],
"sn":["Firefly"],"entryUU D':["56c9f d6b- f 870- 35ef - 9959- 691c783b7318"],
"entrydn": "ui d=user. 1, ou=peopl e, dc=exanpl e, dc=coni'} }

Monitoring the SCIM Servlet Extension

The SCIM SDK provides a command-line tool, sci m quer y-r at e, that measures the

SCIM query performance for your extension. The SCIM extension also exposes monitoring
information for each SCIM resource, such as the number of successful operations per request,
the number of failed operations per request, the number of operations with XML or JSON to
and from the client. Finally, the Directory Proxy Server automatically logs SCIM-initiated
LDAP operationsto the default File-based Access Logger. These operations will have an
origin="scin attribute to distinguish them from operations initiated by LDAP clients. Y ou
can also create custom logger or request criteria objects that can track incoming HT TP requests,
which the SCIM extension rewrites as internal LDAP operations.

Testing SCIM Query Performance

You can use the sci m quer y-r at e tool, provided in the SCIM SDK, to test query performance,
by performing repeated resource queries against the SCIM server.
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Thesci m query-rat e tool performs searches using a query filter or can request resources by
ID. For example, you can test performance by using afilter to query randomly across a set of
one million users with eight concurrent threads. The user resources returned to the client in this
exampleisin XML format and includes the user Nane and nane attributes.

scimquery-rate --hostnanme server.exanple.com--port 80 \
--authl D adm n --aut hPassword password --xm

--filter 'userNane eq "user.[1-1000000]"' --attribute userName \
--attribute name --nuniThreads 8

Y ou can request resources by specifying aresource ID pattern using the - - r esour cel D
argument as follows:

scimquery-rate --hostnanme server.exanple.com--port 443 \
--authl D adm n --authPassword password --useSSL --trustAll\
--resour ceNanme User \

--resourcel D ' ui d=user. [ 1- 150000] , ou=peopl e, dc=exanpl e, dc=com

Thesci m query-rat e tool reportsthe error " j ava. net . Socket Exception: Too many open
files" if theopen filelimitistoo low. You can increase the open file limit to increase the
number of file descriptors.

Monitoring Resources Using the SCIM Extension
The monitor provider exposes the following information for each resource:

Number of successful operations per request type (such as GET, PUT, and POST).
Number of failed operations and their error codes per request type.

Number of operations with XML or JSON from client.

Number of operations that sent XML or JSON to client.

O o o o

In addition to the information about the user-defined resources, monitoring information is also
generated for the schema, service provider configuration, and monitor resources. The attributes
of the monitor entry are formatted as follows:

{resource nane}-resource-{request type}-{successful or error status code}

Y ou can search for one of these monitor providersusing an | dapsear ch such as the following:

$ bin/l dapsearch --port 1389 bi ndDN ui d=admi n, dc=exanpl e, dc=com \
- - bi ndPassword password --baseDN cn=nonitor \
--searchScope sub "(objectclass=sci mservlet-nmonitor-entry)"

For example, the following monitor output was produced by atest environment with three
distinct SCIM servlet instances, Aleph, Beth, and Gimel. Note that the first instance has a
custom resource type called host.

$ bin/l dapsearch --baseDN cn=nonitor \
' (obj ect Cl ass=sci mservlet-nmonitor-entry)"’
dn: cn=SCI M Servlet (SCIM HTTP Connection Handl er), cn=nonitor
obj ectCl ass: top
obj ect Cl ass: ds-nponitor-entry
obj ectCl ass: scimservlet-nonitor-entry
obj ect G ass: extensi bl eObj ect
cn: SCIM Servlet (SCIM HTTPS Connection Handler) [from
Thi r dPar t yHTTPSer vl et Ext ensi on: SCI M (Al eph) ]
ds- ext ensi on-noni tor-nanme: SCI M Servl et (SCIM HTTPS Connection Handl er)
ds- ext ensi on-type: ThirdPartyHTTPServl et Ext ensi on
ds- ext ensi on- nane: SCI M (Al eph)
version: 1.2.0
bui | d: 20120105174457Z
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revi sion: 820
schema-resour ce- query-successful: 8
schema-resour ce-query-401: 8

schema- resour ce- query-response-json: 16
user - resour ce-del et e-successful : 1
user-resource-put-content-xm: 27
user-resour ce- query-response-json: 3229836
user-resource-put-403: 5
user-resource-put-content-json: 2
user-resource-get-401: 1

user - resour ce- put - response-json: 23
user-resource-get-response-json: 5

user -resource-get-response-xm: 7
user-resour ce- put-400: 2
user-resource-query-401: 1141028

user -resource-post-content-json: 1
user-resource- put -successful : 22
user-resour ce-post-successful : 1
user-resource-del ete-404: 1
user-resour ce- query-successful : 2088808
user-resource-get-successful: 10
user-resource- put -response-xm : 6
user-resource-get-404: 1

user -resour ce-del ete-401: 1

user - resour ce- post -response-json: 1
host - resour ce- query-successful : 5773268
host -resour ce- query-response-json: 11576313
host -resour ce- query-400: 3

host -resour ce- query-response-xm: 5
host -resource- query-401: 5788152

dn: cn=SCIM Servlet (SCIM HTTP Connection Handl er), cn=nonitor

obj ect Ol ass:
obj ect O ass:
obj ect Cl ass:
obj ect Ol ass:

top

ds-nonitor-entry
scimservlet-nonitor-entry
ext ensi bl eObj ect

cn: SCIM Servlet (SCIM HTTPS Connection Handler) [from
Thi rdPar t yHTTPSer vl et Ext ensi on: SCI M ( Bet h) ]

ds- ext ensi on- noni t or-nane: SCIM Servlet (SCIM HTTPS Connecti on
Handl er)

ds- ext ensi on-type: ThirdPartyHTTPSer vl et Ext ensi on

ds- ext ensi on- name: SCl M ( Bet h)

version: 1.2.0

bui |l d: 20120105174457Z

revi sion: 820

servi ceprovi derconfi g-resource-get-successful: 3

servi ceprovi derconfi g-resour ce- get-response-json: 2

servi ceprovi derconfi g-resource-get-response-xm: 1

schema-resour ce- query-successful: 8

schema-resour ce- query-401: 8

schema-resour ce- query-response-json: 16

group-resour ce- query-successful : 245214

gr oup-resour ce- query-response-json: 517841

group-resource-query-400: 13711

group-resource-query-401: 258916

user-resource- query-response-json: 107876

user-resour ce-query-400: 8288

user -resour ce- get-400: 33

user-resource-get-response-json: 1041

user-resource-get-successful: 2011

user-resour ce- query-successful : 45650

user-resource-get-response-xm : 1003

user-resource-query-401: 53938

dn: cn=SCI M Servl et (SClIM HTTP Connection Handl er), cn=noni tor

obj ect Cl ass:
obj ect Ol ass:
obj ect Ol ass:
obj ect Cl ass:

top

ds-nonitor-entry
scimservlet-nmonitor-entry
ext ensi bl eObj ect

cn: SCIM Servlet (SCIM HTTPS Connection Handler) [from
Thi rdPar t yHTTPSer vl et Ext ensi on: SCIM (G nel )]

ds- ext ensi on- noni t or-nane: SCIM Servlet (SCIM HTTPS Connecti on
Handl er)

ds- ext ensi on-type: ThirdPartyHTTPSer vl et Ext ensi on

ds- ext ensi on-nane: SCIM (G nel)

version: 1.2.0

bui |l d: 20120105174457Z

revi sion: 820

schema-resour ce- query-successful : 1

schema-resource- query-401: 1

schema-r esour ce- query-response-json: 2

user - resour ce- query-successful : 65
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user-resource-get-successful: 4
user-resource-get -response-json: 6
user-resour ce- query-response-json: 132
user-resource-get-404: 2
user-resource-query-401: 67

About the HTTP Log Publishers

HTTP operations may be logged using either a Common Log File HTTP Operation Log
Publisher or a Detailed HTTP Operation Log Publisher. The Common Log File HTTP Operation
Log Publisher isabuilt-in log publisher that records HT TP operation information to afile using
the W3C common log format. Because the W3C common log format is used, logs produced by
thislog publisher can be parsed by many existing web analysistools.

Log messages are formatted as follows:
» |Paddress of the client.

* RFC 1413 identification protocol. The Ident Protocol is used to format information about the
client.

« Theuser ID provided by the client in an Authorization header, which istypically available
server-side in the REMOTE_USER environment variable. A dash appearsin thisfield if this
information is not available.

e A timestamp, formatted as "'['dd/MM/yyyy:HH:mm:ss Z']"

* Reguest information, with the HTTP method followed by the request path and HTTP
protocol version.

e The HTTP status code value.

» The content size of the response body in bytes. This number does not include the size of the
response headers.

The HTTP Detailed Access Log Publisher provides more information than the common
log format in aformat that is familiar to administrators who use the File-Based Access Log
Publisher.

The HTTP Detailed Access Log Publisher generates log messages such as the following. The
lines have been wrapped for readability.

[ 15/ Feb/ 2012: 21: 17: 04 -0600] RESULT request| D=10834128
fronF"10. 2. 1. 114: 57555" net hod=" PUT"

url ="https://10.2.1.129: 443/ Al eph/ User s/ 6272c691-
38c6-012f - d227- 0df ae261c79e" aut hori zati onType="Basi c"

request Cont ent Type="appl i cati on/j son" statusCode=200

eti ne=3. 544 responseCont ent Lengt h=1063

redirect URI="https://serverl. exanpl e. com 443/ Al eph/ User s/ 6272c691- 38c6- 012f -
d227- 0df ae261c79e"

responseCont ent Type="appl i cati on/j son"

In this example, only default log publisher properties are used. Though this message is for
aRESULT, it contains information about the request, such as the client address, the request
method, the request URL, the authentication method used, and the Content-Type requested. For
the response, it includes the response length, the redirect URI, the Content-Type, and the HTTP
status code.
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Y ou can modify the information logged, including adding request parameters, cookies, and
specific request and response headers. For more information, refer to the dsconf i g command-
linetool help.
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Chapter
12 Managing Server SDK Extensions

The Ping |dentity Directory Proxy Server provides support for any custom extensions that you
create using the Server SDK. This chapter summarizes the various features and extensions that
can be developed using the Server SDK.

Topics:

» About the Server SDK
* Available Types of Extensions
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About the Server SDK

Y ou can create extensions that use the Server SDK to extend the functionality of your Directory
Proxy Server. Extension bundles areinstalled from a.zip archive or afile system directory. Y ou
can use the manage- ext ensi on tool to install or update any extension that is packaged using the
extension bundle format. It opens and |oads the extension bundle, confirms the correct extension
toinstall, stops the server if necessary, copies the bundle to the server install root, and then

restarts the server.

Note: The nmanage- ext ensi on tool may only be used with Java extensions
packaged using the extension bundle format. Groovy extensions do not
L use the extension bundle format. For more information, see the "Building
- and Deploying Java-Based Extensions' section of the Server SDK
documentation, which describes the extension bundle format and how to
build an extension.

Available Types of Extensions

The Server SDK provides support for creating a number of different types of extensions for Ping
Identity Server Products, including the Ping Identity Directory Server, Ping Identity Directory
Proxy Server, and Data Sync Server. Some of those extensions include:

Cross-Product Extensions

Access Loggers

Alert Handlers

Error Loggers

Key Manager Providers
Monitor Providers

Trust Manager Providers
OAuth Token Handlers

O oooooo o

Ping Identity Directory Server Extensions

Certificate Mappers

| dentity Mappers
Password Generators

Password Validators
Plugins
Tasks

O o oooooo o
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Change Subscription Handlers
Extended Operation Handlers

Password Storage Schemes
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O Virtual Attribute Providers

Ping I dentity Directory Proxy Server Extensions

0 LDAP Hedth Checks
0 Pacement Algorithms
0 Proxy Transformations

Data Sync Server Extensions

JDBC Sync Sources

JDBC Sync Destinations

LDAP Sync Source Plugins
LDAP Sync Destination Plugins
Sync SourcesSync Destinations
Sync Pipe Plugins

O oo oo a

For more information on the Server SDK, see the documentation available in the SDK build.
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Chapter

13

Command-Line Tools

The Ping Identity Directory Proxy Server provides afull suite of command-line tools necessary
to administer the server. The command-line tools are available in the bi n directory for UNIX or

Linux systems and bat directory for Microsoft Windows systems.

This chapter presents the following topics:

Topics:

Using the Help Option

Available Command-Line Utilities
Managing the tools.properties File
Running Task-based Utilities
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Using the Help Option

Each command-line utility provides a description of the subcommands, arguments, and usage
examples needed to run the tool. Y ou can view detailed argument options and examples by
typing - - hel p with the command.

bi n/dsconfig --help

For those utilities that support additional subcommands (for example, dsconfi g), you can get a
list of the subcommands by typing - - hel p- subcommands.

bi n/ dsconfi g --hel p- subconmands

Y ou can also get more detailed subcommand information by typing - - hel p with the specific
subcommand.

bi n/dsconfig |ist-1o0g-publishers --help

Note: For detailed information and examples of the command-line tools, see

e the Ping Identity Directory Proxy Server Command-Line Tool Reference.

Available Command-Line Utilities

The Directory Proxy Server provides the following command-line utilities, which can be run
directly in interactive, non-interactive, or script mode.

Table 13: Command-Line Utilities

Command-Line Tools Description

authrate Perform repeated authentications against an LDAP directory server, where each
authentication consists of a search to find a user followed by a bind to verify the
credentials for that user.

backup Run full or incremental backups on one or more Directory Proxy Server backends.
This utility also supports the use of a properties file to pass predefined command-
line arguments. See Managing the tools.properties File for more information.

base64 Encode raw data using the base64 algorithm or decode base64-encoded data
back to its raw representation.

collect-support-data Collect and package system information useful in troubleshooting problems. The
information is packaged as a ZIP archive that can be sent to a technical support
representative.

create-initial-proxy-config Create an inital Directory Proxy Server configuration.

create-rc-script Create an Run Control (RC) script that may be used to start, stop, and restart the

Directory Proxy Server on UNIX-based systems.
dsconfig View and edit the Directory Proxy Server configuration.

dsframework Manage administrative server groups or the global administrative user accounts
that are used to configure servers within server groups.
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Command-Line Tools Description

dsjavaproperties Configure the JVM arguments used to run the Directory Proxy Server and
associated tools. Before launching the command, edit the properties file located
inconfi g/java. properti es to specify the desired JVM options and
JAVA_HOME environment variable.

dump-dns Obtain a listing of all of the DNs for all entries below a specified base DN in the

Directory Server.

enter-lockdown-mode

Request that the Directory Proxy Server enter lockdown mode, during which it
only processes operations requested by users holding the | ockdown- node
privilege.

global-index-size

Estimates the size in memory of one or more global indexes from the actual
number of keys, the configured number of keys and the average key size.

Idap-diff

Compare the contents of two LDAP directory server servers.

Idap-result-code

Display and query LDAP result codes.

Idapcompare Perform LDAP compare operations in the Directory Proxy Server.
Idapdelete Perform LDAP delete operations in the Directory Proxy Server.
Idapmodify Perform LDAP modify, add, delete, and modify DN operations in the Directory

Proxy Server.

Idappasswordmodify

Perform LDAP password modify operations in the Directory Proxy Server.

Idapsearch Perform LDAP search operations in the Directory Proxy Server.

Idif-diff Compare the contents of two LDIF files, the output being an LDIF file needed to
bring the source file in sync with the target.

Idifmodify Apply a set of modify, add, and delete operations against data in an LDIF file.

Idifsearch Perform search operations against data in an LDIF file.

leave-lockdown-mode

Request that the Directory Proxy Server leave lockdown mode and resume normal
operation.

list-backends

List the backends and base DNs configured in the Directory Proxy Server.

make-Idif

Generate LDIF data based on a definition in a template file.

manage-extension

Install or update extension bundles. An extension bundle is a package of
extension(s) that utilize the Server SDK to extend the functionality of the Ping
Identity Directory Proxy Server. Extension bundles are installed from a zip archive
or file system directory. The Directory Proxy Server will be restarted if running to
activate the extension(s).

manage-tasks

Access information about pending, running, and completed tasks scheduled in the
Directory Proxy Server.

modrate

Perform repeated modifications against an LDAP directory server.

move-subtree

Move a subtree entries or a single entry from one server to another.

parallel-update

Perform add, delete, modify, and modify DN operations concurrently using multiple
threads.

pre pare-external-server

Prepare and a directory server for communication.

profile-viewer

View information in data files captured by the Directory Proxy Server profiler.

reload-index

Reload the contents of the global index.

remove-backup

Safely remove a backup and optionally all of its dependent backups from the
specified Directory Proxy Server backend.

remove-defunct-server

Remove a server from this server's topology.

restore

Restore a backup of the Directory Proxy Server backend.
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Command-Line Tools

Description

revert-update

Returns a server to the version before the last update was performed.

review-license

Review and/or indicate your acceptance of the product license.

scramble-Idif

Obscure the contents of a specified set of attributes in an LDIF file.

search-and-mod-rate

Perform repeated searches against an LDAP directory server and modify each
entry returned.

search-rate

Perform repeated searches against an LDAP directory server.

server-state

View information about the current state of the Directory Proxy Server process.

setup Perform the initial setup for the Directory Proxy Server instance.
start-proxy Start the Directory Proxy Server.

status Display basic server information.

stop-proxy Stop or restart the Directory Proxy Server.

subtree-accessibility

List or update the a set of subtree accessibility restrictions defined in the Directory
Server.

sum-file-sizes

Calculate the sum of the sizes for a set of files.

summarize-access-log

Generate a summary of one or more access logs to display a number of metrics
about operations processed within the server.

uninstall

Uninstall the Directory Proxy Server.

update

Update the Directory Proxy Server to a newer version by downloading and
unzipping the new server install package on the same host as the server you wish
to update. Then, use the updat e tool from the new server package to update the
older version of the server. Before upgrading a server, you should ensure that it is
capable of starting without severe or fatal errors. During the update process, the
server is stopped if running, then the update performed, and a check is made to
determine if the newly updated server starts without major errors. If it cannot start
cleanly, the update will be backed out and the server returned to its prior state.
See the r evert - updat e tool for information on reverting an update.

validate-ldif

Validate the contents of an LDIF file against the server schema.

Managing the tools.properties File

The Ping Identity Directory Proxy Server supports the use of atools properties file that
simplifies command-line invocations by reading in a set of arguments for each tool from a
text file. Each property isin the form of name/value pairs that define predetermined values for
atool’s arguments. Properties files are convenient when quickly testing the Directory Proxy
Server in multiple environments.

The Directory Proxy Server supports two types of propertiesfile: default properties files that
can be applied to al command-line utilities or tool-specific properties file that can be specified
using the - - proper ti esFi | ePat h option. Y ou can override al of the Directory Proxy Server's
command-line utilities with a propertiesfile using the confi g/ t ool s. properti es file.
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Creating a Tools Properties File

Y ou can create a properties file with atext editor by specifying each argument, or option,
using standard Java properties file format (name=value). For example, you can create asimple
properties file that define a set of LDAP connection parameters as follows:

host nane=ser ver 1. exanpl e. com
port=1389

bi ndDN=cn=Di r ect ory\ Manager
bi ndPasswor d=secr et
baseDN=dc=exanpl e, dc=com

Next, you can specify the location of the file using the - - pr operti esFi | ePath / path/to/

Fi | e option with the command-line tool. For example, if you save the previous propertiesfile
ashbi n/ nyt ool . properti es, you can specify the path to the properties file with | dapsear ch as
follows:

$ bin/l dapsearch --propertiesFilePath bin/nytools.properties "(objectclass=*)"

Propertiesfiles do not allow quotation marks of any kind around values. Any spaces or special
characters should be escaped. For example,

bi ndDN=cn=QA\ Manager s, ou=gr oups, dc=exanpl e, dc=com

Thefollowing is not allowed asit contains quotation marks:

bi ndDN=cn=" QA Manager s, ou=gr oups, dc=exanpl e, dc=cont

Tool-Specific Properties

The Directory Proxy Server also supports properties for specific tool options using the format:

t ool . opt i on=val ue. Tool-specific options have precedence over general options. For example,
the following properties file uses| dapsear ch. port =2389 for | dapsear ch requests by the client.
All other tools that use the properties file uses por t =1389.

host name=ser ver 1. exanpl e. com
port=1389

| dapsear ch. port =2389

bi ndDN=cn=Di r ect ory\ Manager

Another example using the dsconf i g configuration tool is as follows:

host name=ser ver 1. exanpl e. com

port=1389

bi ndDN=cn=Di r ect ory\ Manager

dsconfi g. bi ndPasswor dFi | e=/ ds/ confi g/ passwor d

Note: The. bi ndPasswor dFi | e property requires an absolute path. If

L you were to specify ~/ ds/ conf i g/ passwor d, where ~ refers to the home
- directory, the server does not expand the ~ value when read from the
propertiesfile.
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Specifying Default Properties Files

The Directory Proxy Server provides a default propertiesfiles that apply to all command-line
utilitiesused in client requests. A default propertiesfile, t ool s. properti es, islocated in the
<server-root >/ confi g directory.

If you place a custom propertiesfile that has a different filename ast ool s. properti es in this
default location, you need to specify the path using the - - pr oper ti esFi | ePat h option. If you
make changestothet ool s. properti es file, you do not need the - - properti esFil ePat h
option. See the examplesin the next section.

Evaluation Order Summary

The Directory Proxy Server uses the following evaluation ordering to determine options for a
given command-line utility:

» All options used with a utility on the command line takes precedence over any optionsin any
propertiesfile.

» If the--propertiesFil ePat h option is used with no other options, the Directory Proxy
Server takes its options from the specified propertiesfile.

« If no options are used on the command line including the - - proper ti esFi | ePat h option
(and - - noPr operti esFi | €), the Directory Proxy Server searchesfor thet ool s. properti es
fileat <server-root >

» If no default propertiesfile is found and a required option is missing, the tool generates an
error.

» Tool-specific properties (for example, | dapsear ch. por t =3389) have precedence over
general properties (for example, por t =1389).

Evaluation Order Example

Given the following propertiesfile that is saved as <ser ver - r oot >/ bi n/ t ool s. properti es:

host name=ser ver 1. exanpl e. com
port=1389

bi ndDN=cn=Di r ect ory\ Manager
bi ndPasswor d=secr et

The Directory Proxy Server |ocates a command-line option in a specific priority order.

1. All options presented with the tool on the command line take precedence over any options
in any propertiesfile. In the following example, the client request is run with the options
specified on the command line (port and baseDN). The command uses the bi ndDN and
bi ndPasswor d arguments specified in the propertiesfile.

$ bin/l dapsearch --port 2389 --baseDN ou=Peopl e, dc=exanpl e, dc=com \
--propertiesFilePath bin/tools.properties “(objectclass=*)"
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2. Next, if you specify the propertiesfile using the - - pr oper ti esFi | ePat h option and no
other command-line options, the Directory Proxy Server uses the specified propertiesfile as
follows:

$ bin/l dapsearch --propertiesFilePath bin/tools.properties \
“(obj ectclass=*)"
3. If no options are presented with the tool on the command line and the - - noPr operti esFil e
option is not present, the Directory Proxy Server attemptsto locate any default
t ool s. properti es filein the following location:

<server-root>/config/tool s. properties

Assume that you move your tools.properties file from <ser ver - r oot >/ bi n to the <ser ver -
root >/ conf i g directory. You can then run your tools as follows:

$ bin/| dapsearch "(objectclass=*)"

The Directory Proxy Server can be configured so that it does not search for a propertiesfile
by using the - - noPr operti esFi | e option. This options tells the Directory Proxy Server to
use only those options specified on the command line. The - - properti esFi | ePath and - -
noProperti esFi | e options are mutually exclusive and cannot be used together.

4. If nodefault t ool s. properti es fileisfound and no options are specified with the
command-line tool, then the tool generates an error for any missing arguments.

Running Task-based Utilities

The Directory Proxy Server has a Tasks subsystem that allows you to schedule basic operations,
such as backup, restore, bin/start-proxy, bin/start-proxy and others. All task-based utilities
requirethe - - t ask option that explicitly indicates the utility isintended to run as atask rather
than in offline mode. The following table shows the arguments that can be used for task-based
operations:

Table 14: Task-based Utilities

Option Description

--task Indicates that the tool is invoked as a task. The - - t ask argument is required. If a
tool is invoked as a task without this - - t ask argument, then a warning message
will be displayed stating that it must be used. If the - - t ask argument is provided
but the tool was not given the appropriate set of authentication arguments to the
server, then an error message will be displayed and the tool will exit with an error.

--start Indicates the date and time, expressed in the format 'YYYYMMDDhhmmss',
when the operation starts when scheduled as a server task. A value of '0' causes
the task to be scheduled for immediate execution. When this option is used, the
operation is scheduled to start at the specified time, after which this utility will exit
immediately.

--dependency Specifies the ID of a task upon which this task depends. A task will not start
execution until all its dependencies have completed execution. This option can be
used multiple times in a single command.

--failedDependencyAction Specifies the action this task will take should one of its dependent tasks fail.
The value must be one of the following: PROCESS, CANCEL, DI SABLE. If not
specified, the default value is CANCEL. This option can be used multiple times in a
single command.
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Option

Description

--completionNotify

Specifies the email address of a recipient to be notified when the task completes.
This option can be used multiple times in a single command.

--errorNotify

Specifies the email address of a recipient to be notified if an error occurs when this
task executes. This option can be used multiple times in a single command.
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