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Preface

This guide presents the procedures and reference material necessary to install, administer and
troubleshoot the UnboundID Metrics Engine in multi-client, high-load production environments.

Purpose of This Guide

The purpose of this guide isto provide valuable procedures and concepts that can be used
to manage the Unboundl D® Metrics Engine in a multi-client environment. It also provides
information to monitor and set up the necessary logs needed to troubleshoot the server’s
performance.

Audience

The guideis intended for administrators responsible for installing, maintaining, and monitoring
serversin large-scale, high load production environments. It is assumed that the reader has the
following background knowledge:

Identity Platforms and LDAPv3 concepts
System administration principles and practices
Understanding of JavaVM optimization and garbage collection processes

u|
u|
0
0 Application performance monitoring tools

Related Documentation

The following list shows the full documentation set that may help you manage your deployment:

UnboundI D® |dentity Data Store Administration Guide
UnboundI D® Identity Data Store Reference Guide (HTML)
UnboundI D® Identity Proxy Administration Guide
UnboundI D® | dentity Proxy Reference Guide (HTML)
UnboundI D® |dentity Data Sync Administration Guide
UnboundI D® Identity Data Sync Reference Guide (HTML)
UnboundI D® Metrics Engine Administration Guide
UnboundI D® Identity Broker Administration Guide
UnboundID Security Guide

UnboundID® LDAP SDK

UnboundI D® Server SDK

O ooooooooo o
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Document Conventions

The following table shows the document convention used in this guide.

Convention Usage

Monos pace Commands, filenames, directories, and file paths

Monospace Bol d User interface elements, menu items and buttons

Italic Identifies file names, doc titles, terms, variable names, and
emphasized text
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Overview of the Metrics Engine

Chapter

1 Overview of the Metrics Engine

The Unboundl D® Metrics Engine provides collection and storage of performance data from your
UnboundID server topology. This chapter introduces the concepts and applications associated
with the UnboundID Metrics Engine.

Topics:

» Overview of the Metrics Engine
* About Data Collection
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Overview of the Metrics Engine

In any large-scale user identity infrastructure, there are expectation and service levels to meet
for uptime, scalability transaction response time and throughput. The UnboundID Metrics
Engine gives you insight into how your identity infrastructure is performing. It collects data
from the internal instrumentation of the UnboundID Identity Data Store, UnboundID Identity
Proxy, UnboundI D Identity Data Sync, and UnboundID Identity Broker across the instances,
replicas, and data centersin your environment.

Using the instantaneous and historical data available from the Metrics Engine, you can now:

Measure and visualize the performance of the identity infrastructure as a whole service, not
just asacollection of individual servers. This data provides the ability to justify and measure
the achievement of service-level agreements.

I dentify those client applications and request types that are responsible for the largest
resource loads, so that improvement efforts can be applied where they have the greatest
impact.

Determine which servers have the most available capacity, so that requests or request types
can be reallocated accordingly.

Discover a server instance that is under-performing due to resource limitations or
misconfiguration.

Predict the capacity of your infrastructure to accommodate growth in request traffic and
identity data.

Produce detailed analysis of all measurement taken around any abnormal performance event
to quickly identify the root cause.

The following diagram illustrates the components of the Metrics Engine and how they interact.

=] 1 30 party
ﬁ — Monitoring

- g Home-Built
ﬂi Dashboards

AdHoc Queries

Products

Figure 1: Key Components of the Metrics Engine

The diagram contains the following key components:
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* Metrics Engine. The Metrics Engineitself is a stand-alone server, just like the other
products of the UnboundID Identity Platform. It includes versions of the same configuration,
management, and logging tools as the other components of the suite. The Metrics Engine
relies on a captive PostgreSQL data store for the collected metrics.

* Metrics API. A RESTful API, accessible over HTTPS, gives easy access to the collected
metrics and to information about the systems they represent. The API supports parameters
for complete control over the data being returned, including filtering, minimum/maximum,
average, server types, multiple data series (pivots), historical time periods, units, and
histogram data.

e guery-metrictool. Thistool isthe primary command-linetool for access to the metric data.
In the interactive mode, use the tool to investigate the performance of the service. The query
metrics tool also has a parameter-driven command-line mode for automating the extraction of
data from the Metrics Engine, ideal for use with shell scripts. It includes an expl or e option
that allows you to generate queries that drive the Metrics AP, such as adding a specific chart
or tabular result to a custom dashboard. It can also generate HTML page output.

* SNMP access. Similar to the other UnboundI D servers, the Metrics Engine makes its own
system-level metrics available over SNMP.

» Data set. The Metrics Engine proprietary data set structure is space-optimized and designed
for easy interoperability with charting libraries like Highcharts, FusionCharts, or JFreeChart.

e Charts, Chart Builder and Dashboard Templates. The Metrics Engine now provides the
means to easily produce a user-defined, web-based page of metric charts.

Our customers use a variety of commercial application performance monitoring tools. The
Metrics Engine supports integration with third-party products through any of these data access
mechanisms:

Metrics REST AP, accessed over HTTP
SNMP
Scripted use of query- et ri ¢ tool

0
0
0
O Entriesincn=noni t or available over LDAP

About Data Collection

The Metrics Engine provides collection and storage of performance data for a set of UnboundID
Identity Data Store, UnboundI D Identity Proxy, UnboundID Identity Data Sync, and
UnboundID Identity Broker servers. The current value of some of this datais accessible via
LDAP at cn=noni t or onthe monitored servers. Each monitored server collects and locally
stores alimited history of performance data through the use of the Stats Collector plug-in. This
history is organized into time-contiguous blocks available viaLDAP at cn=net ri cs.

To collect the performance data, the Metrics Engine continuously polls al monitored product
servers, fetching any new data and keeping it in a PostgreSQL DBMS. This polling incurs a
small load on the product servers, so you should understand the value of collecting the data to
make an informed cost/benefit decision. For an in-depth discussion of the data collected by the
Metrics Engine and the metrics available, see “Data Collection and Metrics’.




Overview of the Metrics Engine

The following figure illustrates the data collection pipeline.

Monitored Server U UnboundID Metrics Engine
i Metrics LDAP Collection Import
Collector b d i i
acken > service service
2 4

DBMS

Sample Queued
files files

Figure 2: Data Collection Pipeline

Data collection flowsin the diagram as follows. The expected delay between steps one and four
is about 60 seconds.

1. Samples are taken and stored in time-contiguous blocks on the disk by the monitored server.
2. The Collection Service polls for new sample blocks.

3. New sample blocks are queued to disk on the Metrics Engine.

4. The Import Service loads new blocks into the DBMS.
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Chapter
2 Installing the Server

This section describes how to install and configure the Metrics Engine.
Topics:

» Before You Begin

* Installation Process Overview

e Configuring the External Servers

* Notes on the PostgreSQL Database Setup
e Installing the Metrics Engine

» Configuring the Metrics Engine

* Running the Metrics Engine

* Installing the Management Console

« Backing Up the Metrics Engine DBMS

* Uninstalling the Metrics Engine
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Before You Begin

This section describes prerequisites for installing the Metrics Engine, including hardware and
software requirements.

Supported Operating Platforms

Multi-Platform Support. The UnboundID Metrics Engineis apure Java application. It is
intended to run within the Java Virtua Machine on any Java 6 or 7 Standard Edition (SE) or
Enterprise Edition (EE) certified platform. For the list of supported platforms and Java versions,
access your Customer Support Center portal or contact your authorized support provider.

The Metrics Engine runs both a Java Application Server and a PostgreSQL® RDBMS. Any
additional RAM that can be used by PostgreSQL will improve the performance of the quer y-
net ri c tool or the Metrics Engine RESTful API by allowing PostgreSQL to cache datain
memory, reducing disk input and output.

Y our topology should meet the following hardware regquirements:

Table 1: Hardware Requirements

Topology Type Metrics DBMS RAM  |Disk CPU Notes
Engine RAM

Small (1to 6 8 GB 4GB 30 GB 4 cores

monitored servers)

Medium (7 to 16 20 GB 8 GB 60 GB 6 cores A hardware RAID caching controller with

monitored servers) a non-volatile write cache is desirable.
Multiple disk spindles is helpful for
DBMS data.

Large (17 to 50 32GB 16 GB 180 GB 8 cores A hardware RAID caching controller with

monitored servers) a non-volatile write cache is required.
Multiple disk spindles is necessary for
DBMS data.

The filesystem buffer cache can use any additional system RAM not allocated to the Metrics
Engine VM or PostgreSQL DBMS to cache recently read disk pages. Running other processes
on this system will have a detrimental effect on query performance.

The large RAM requirements of the Metrics Engine can be significantly reduced if the DBMS
datais kept on SSD-based storage. SSD storage provides sufficient 1/0O bandwidth that the RAM
uses to cache query results and DBM S pages can be reduced without significant performance
loss. The Metrics Engine DBM S write data rates are significant and should be a depl oyment
consideration due to the limited number of writes available to SSD devices.

The Metrics Engine installer provides an embedded PostgreSQL server that isinstalled by
default. This server isonly available for alimited set of platforms. If you need to run the
Metrics Engine on an unsupported platform, you will need to install and configure an external
PostgreSQL server and use special argumentsin the Metrics Engine installer. We strongly
recommend that you use a platform supported by the installer.
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Table 2: Support Platforms for the Metrics Engine Installer

Platform Type CPU

Linux x86 64 bit
Solaris 10 x86 64 bit
Solaris 11 x86 64 bit
Solaris 10 sparc 64 bit
Solaris 11 sparc 64 bit
windows® x86 64 bit
osx? x86 64 bit

Software Requirements
Before you install the Metrics Engine, you need the following:

« Java6 or Java 7. For more about this requirement, see “ Java Software Requirements.”

Installing Java

For optimized performance, the UnboundID Metrics Engine requires Java for 64-hit
architectures. Y ou can view the minimum required Java version on your Customer Support
Center portal or contact your authorized support provider for the latest software versions
supported.

Even if your system already has Javainstalled, you may want to create a separate Java
installation for use by the UnboundI D Metrics Engine to ensure that updates to the system-wide
Javainstallation do not inadvertently impact the Metrics Engine. This setup requires that the
JDK, rather than the JRE, for the 64-bit version, be downloaded.

On Solaris systems, if you want to use the 64-bit version of Java, you need to install both

the 32-bit and 64-bit versions. The 64-bit version of Java on Solarisis not afull stand-alone
installation, but instead relies on a number of files provided by the 32-bit installation. Therefore,
the 32-bit version should beinstalled first, and then the 64-bit version installed in the same
location with the necessary additional files.

On other platforms (for example, Linux and Microsoft Windows), the 64-bit version of Java
contains a complete installation. If you only want to run the 64-bit version of Java, then it is not
necessary to install the 32-bit JDK. If you want to have both versions installed, then they should
be installed in separate directories, because the files cannot co-exist in the same directory as they
can on Solaris systems.

To Install Java (Oracle/Sun)

1. Open abrowser and navigate to the following Oracle download site:

htt p: //wwv. or acl e. coni t echnet wor k/ j aval/ j avase/ downl oads/ i ndex. ht m

! Available in the installer but not supported in production.
2 Available in the installer but not supported in production.
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2. Download the latest version Java JDK. Click the JDK Download button corresponding to the
latest Java update.

3. Onthe Java JDK page, click the Accept Licence Agreement button, then download the
version based on your operating system.
To Install Java (IBM)

1. Open abrowser and navigate to the following IBM download site:

http://ww.ibm com devel operwor ks/java/j dk/

2. Select the Java version for your operating system. Currently, the minimum supported version
for the UnboundID Metrics Engineis IBM Javab SR-12.

About the PostgreSQL DBMS

The Metrics Engine uses a PostgreSQL DBM S to store the sample data. A traditional table-
based DBMSS serves the needs of the Metric Engine better than the attribute-based DBM S used
by the UnboundID Identity Data Store because the sample datais tabular and the RDBM S
system aggregates data efficiently.

To determine the storage requirements of the DBMS, you need to understand the expected data
access patterns. The Metrics Engine interacts with the DBMS in four ways:

Sample import
Sample aggregation
Sample age-out
Sample query

O o o o

Sample import places avery predictable and steady write load on the DBMS. This single-
threaded interaction puts a table-level lock on the target table. Sample imports account for 80%
of the writesto the DBMS, so performance benefits from a server-class RAID disk controller
with anon-volatile write cache. A Metrics Engine that monitors 20 servers keeps a single 10K
RPM disk 70% busy with this single interaction.

Sample aggregation places a very predictable but less frequent read/write load on the DBMS.
Thisinteraction is responsible for the aggregation of samples from one time resolution to the
next, so it reads from one set of tables and writes to another set. Sample aggregation uses no
table-level locks and the ratio of records between read:write is between 60:1 and 24:1. This
DBMS interaction is negligible when sample imports are taking place.

Sample age-out occurs at regular intervals and results in a table being dropped and/or added.
Age-out occurs every 30 minutes, though some intervals may drop and/or add more than one
table.

Sample queries are the least predictable, because they result from clients hitting the public API
reguesting metric samples. The APl allows you to aggregate multiple dimensions and multiple
serversin asingle request, so asingle request may fetch several million rows from the DBMS,
though it only returns a few hundred data points to the client. Samples from previous queries are
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cached by the Metrics Engine, but initial queries for a given metric may be as slow as several
seconds and result in alarge amount of disk read activity.

Over time, the storage of samplesin the data tables is optimized to match the access patterns
of the sample queries. However, the public API supports queries where the results are the
aggregate of thousands of different dimension sets, and each dimension set may have thousands
of samples within the time range of the query. For example, a query about the throughput of all
directory and proxy serversfor all applications and all LDAP operations over the last 72 hours
might result in 4 to 6 million DBM S records being read into memory, aggregated, and finally
reduced to 100 data values. Predicting what samples a future query may want isimpossible,
and the results from previous queries are cached such that a subsequent request for the same
dataresultsin very little DBMS activity. Both disk seek time and rotational delay impact the
performance of afirst-time query, so disks with faster RPM speeds provide a measurable
improvement for first-time queries.

The use of SSD storage for the DBM S files changes the system 1/0O performance, reducing the
need to cache data or DBMS disk blocks in memory to maintain good performance. A Metrics
Engine monitoring 20 servers and storing the DBM S files on SSD needs 4GB of RAM for the
JVM and 2GB of RAM for Postgres, so a system with 12GB of RAM total provides acceptable
performance.

Preparing the Operating System (Solaris)

The UnboundID Metrics Engine has been extensively tested on multiple operating systems. We
have found that serveral operating system optimizations lead to improved performance. These
optimizations include using the ZFS filesystem on Solaris systems, restricting ZFS memory
consumption, limiting transaction group writes, using compression and disabling access time
updates.

Using ZFS

UnboundI D strongly recommends the use of ZFS™ as the underlying filesystem on Solaris

10 and OpenSolaris systems. ZFS is a 128-bit filesystem that can store billions of times more
data than traditional 64-hit systems. Based on a storage pool model, ZFS aggregates devices
(mirrors, RAID-Z with single or double parity, concatenated or striped storage) into a virtual
data source from which filesystems can be constructed. ZFS provides excellent performance,
end-to-end data integrity, simple administration management, and unmatched scalability. It also
provides many useful features, such as automatic checksum, dynamic striping, variable block
sizes, compression, and unlimited constant-time snapshots. ZFSis part of the Solaris 10 and
OpenSolaris operating systems.

All of the Metrics Engine's components should be located on a single storage pool (zpool),
rather than having separate pools configured for different server components (for example, one
pool for the database and a second for log files). Single zpool configurations are the simplest
and easiest to manage. From there, you can create multiple filesystems inside the pool and
optionally reserve space for one or more of the filesystems.

ZFS's copy-on-write transactional model does not require isolating 1/0-intensive components.
Therefore, al available disks should be placed in the same zpool, so that as many underlying




Installing the Server

spindles as possible can be used to provide the configuration with the greatest number of 1/0
operations per second.

To Restrict ZFS Memory Consumption

Despite its excellent performance, ZFS does not release memory fast enough for some LDAP
operations that might need it. This delay could cause some processes to fail to start while
attempting to allocate a large amount of memory for aJvM heap.

To curb memory allocation problems, make sure that the system is configured to limit the
amount of memory for caching (for example, up to two gigabytes). The Metrics Engine relies
on database caching rather than filesystem caching for its performance. Thus, the underlying
system should be configured, so that the memory used by ZFS will not interfere with the
memory used by the Metrics Engine. In most environments, we recommend that systems be
configured to allow ZFSto use no more than 2 GB of memory for caching.

1. Openthe/etc/systemfile.

2. ZFS caches data from all active storage poolsin the ARC cache. We can limit its memory
consumption by setting the maximum size of the ARC caches using the zf s_ar ¢c_max
property. For example, add the following line to the end of the/ et ¢/ syst emfile.

set zfs:zfs_arc_max= 0x80000000

This property sets the maximum size of the ARC cache to 2 GB (0x80000000 or 2147483648

bytes) for ZFS. Note that your system may require a different value.

3. If your system processes large write operations, see the section on Limiting ZFS Transaction

Group Writes. Otherwise, reboot the machine for the change to take effect. Also note that this

operation requires Solaris 10 update 4 (08/07) and Nevada (build 51) release or later.

To Limit ZFS Transaction Group Writes

UnboundID has found that the Metrics Engine can exhibit uneven throughput performance
during continuous write loads for Oracle Berkeley DB Java Edition backends on ZFS systems.
We have found that the ZFS Write Throttle feature stalls write operations when transaction
groups are flushed to disk. During these periods, operation throughput can drop significantly
with these large 1/0O bursts.

To smooth out write throughput and improve latency, we recommend setting the

zfs_write_|limt_override property intheet c/ syst emfileto the size of the available disk
cache on the system.

1. Openthe/etc/systemfile.

2. Add thefollowing line to the end of the file. Set the value to the size of your onboard cache.
For example, for a system that has a 32MB cache per disk, set the following parameter:

set zfs:zfs wite limt_overri de=0x2000000

3. For the change to take effect, reboot the machine. Also note that this operation requires
Solaris 10 update 4 (08/08) or later.

10



Installing the Server

ZFS Access to Underlying Disks

Storage requirements vary depending on whether ZFS has access to the underlying disks. If
possible, ZFS should be given direct access to the underlying disks that will be used to back the
storage. Direct access to the underlying disks makes it possible to configure the system with the
greatest degree of reliability and flexibility.

To configure the system, ZFS should be given direct access to the underlying disks that will

be used to back the storage. In this configuration, the zpool used for the Metrics Engine should
have a RAID 1+0 configuration (a stripe across one or more 2-disk mirrors). Although this setup
reduces the amount of available space when compared with other configurations, like RAID-Z
(ZFS data-parity scheme with full dynamic stripe width) or RAID-Z2 (ZFS dua parity RAID-
Z), RAID 1+0 provides dramatically better performance and reliability.

If ZFS cannot get direct access to the underlying disks (for example, the system only has
accessto alogical unit number, LUN, on a storage area network, SAN), then the provided
storage should already include some level of redundancy. Again, the RAID 1+0 configuration is
recommended over other schemes like, RAID 5 or RAID 6. If the storage includes redundancy,
then the zpool should be created with only that LUN and should not add any additional
redundancy. In such a configuration, ZFSis not able to take advantage of its advanced self-
healing capabilities when it detects any corruption at the filesystem level. However, ZFS check-
summing can still detect those types of problems.

Configuring ZFS Compression

The ZFS filesystem should have compression enabled to improve performance asit reduces the
amount of data that needs to be written or read from the underlying disks. In most cases, the
reduced costs of the disk 1/0 outweighs the CPU cost of compressing and decompressing the
data

The following procedure assumes that the ZFS filesystem is named ds. The changes take effect
immediately with no need to reboot or perform any other action.

Caution:

Knowing the actual size of filesis useful when you need to back up filesto a
non-ZFS filesystem or estimate the amount of memory dedicated to caching.
On traditional UNIX filesystems, the du command reports the sum of all the
specified file sizes. However, on ZFS, du reports the amount of disk space
., consumed, which might not equal the sum of the file sizesif featureslike
L compression or multiple copies are enabled. Administrators should be aware
of this difference when determining the database size using du.

Instead of using du, UnboundID Metrics Engine provides a utility, bi n/ sum
fil e-sizes, that determines the size (in bytes, kilobytes, megabytes, or
gigabytes) of the sum of a set of fileseven if ZFS compression or multiple
copies are enabled.

11
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To Configure ZFS Compression

e Turn on ZFS compression by running the zf s command.

# zfs set conpression=on ds

Preparing the Operating System (Linux)

The UnboundID Metrics Engine has been extensively tested on multiple operating systems. We
have found that several operating system optimizations lead to improved performance. These
optimizations include increasing the file descriptor limit on Linux systems, setting filesystem
flushes, editing OS-level environment variables, downloading some useful monitoring tools for
Redhat Linux systems, and configuring for Huge Page support.

To Set the File Descriptor Limit (Linux)

The Metrics Engine allows for an unlimited number of connections by default but is restricted
by the file descriptor limit on the operating system. Many Linux distributions have a default file
descriptor limit of 1024 per process, which may be too low for the server if it needs to handle a
large number of concurrent connections.

1. Display the current hard limit of your system. The hard limit is the maximum server limit
that can be set without tuning the kernel parametersin the pr oc filesystem.

ulimt -aH
2. Editthe/etc/sysctl. conf file. If thereisalinethat setsthe value of thefs. fil e- max

property, make sure its value is set to at least 65535. If there isno line that sets avalue for
this property, add the following to the end of thefile:

fs.file-max = 65535

3. Editthe/etc/security/linits. conf file If thefile haslinesthat sets the soft and hard
limits for the number of file descriptors, make sure the values are set to 65535. If the lines are
not present, add the following lines to the end of the file (before “#End of file”). Also note
that you should insert atab, rather than spaces, between the columns.

* soft nofile 65535
* hard nofile 65535

4. Reboot your system, and then usetheul i ni t command to verify that the file descriptor limit
is set to 65535.

#ulimt -n

To Set the Filesystem Flushes

With the out-of-the-box settings on Linux systems running the ext3 filesystem, the datais only
flushed to disk every five seconds. If the Metrics Engine is running on a Linux system using the
ext 3 filesystem, consider editing the mount options for that filesystem to include the following:

12
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commi t =1

This variable changes the flush frequency from five seconds to one second.

Y ou should also set the flush frequency to the/ et ¢/ f st ab file. Doing the change via the mount
command alone will not survive across reboots.

About Editing OS-Level Environment Variables

Certain environment variables can impact the Metrics Engine in unexpected ways. Thisis
particularly true for environment variables that are used by the underlying operating system to
control how it uses non-default libraries.

For this reason, the Metrics Engine explicitly overrides the values of key environment variables
like PATH, LD_LIBRARY_PATH, and LD_PRELOAD to ensure that something set in the
environments that are used to start the server does not inadvertently impact its behavior.

If thereisalegitimate need to edit any of these environment variables, the values of those
variables should be set by manually editing the set _envi r onment _var s function of thel i b/
_script-util.shscript. You will need to stop (stop-metrics-engine) and re-start (start-metrics-
engine) the server for the change to take effect.

Install sysstat and pstack (Red Hat)

For Red Hat® Linux systems, you should install acouple of packages, sysst at and pst ack, that
are disabled by default, but are useful for troubleshooting purposesin the event that a problem
occurs. The troubleshooting tool col | ect - support - dat a usesthei ost at , npst at , and pst ack
utilities to collect monitoring, performance statistics, and stack trace information on the server’s
processes.

Install dstat (SUSE Linux)

Thedstat utility isused by thecol I ect - support - dat a tool and can be obtained from the
OpenSuSE project website. The following example shows how to install the dst at utility on
SUSE Enterprise Linux 11 SP2:

1. Login as Root.
2. Add the appropriate repository using the zypper tool.

$ zypper addrepo http://downl oad. opensuse. org/repositories/server:/nonitoring/
SLE 11_SP2 Monitoring

3. Install thedst at utility.

$ zypper install dstat

To Disable Filesystem Swapping

For all deployments, we recommend disabling disk swapping on the filesystem to protect the
Metrics Engine VM process from an overly aggressive filesystem cache.

13
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* Run the following command:

% sysctl -w vm swappi ness=0

To Set noatime on ext3 and ext 4 Systems

If you are using an ext 3 or ext 4 filesystem, it is recommended that you set noat i e, which
turns off any atime updates during read accesses to improve performance. Y ou should also set
the flush frequency to the/ et ¢/ f st ab file. Doing the change via the mount command alone will
not survive across reboots.

* Run the following command on an ext3 system.
# mount -t ext3 -o noatime /dev/fsl

* Run the following command on an ext34 system.

# mount -t ext4 -o noatine /dev/fsl

Configuring Huge Page Support (Linux)

We recommend configuring Huge Page support to provide a performance gain for your system
of about 5-10 percent. Typicaly, on Linux systems, memory is managed in page sizes of 4096
bytes per page. RedHat Enterprise Linux Server introduced the concept of huge pages, where
memory is managed in page sizes of 2M or 1 GB per page. Huge Page support is especially
useful for virtualized environments using VMWare. If you are configuring aVMWare-based
system, you will need to calculate the memory configurations for your particular system. Follow
the recommended VMWare Tuning Guidelines presented on their web site.

Asagenera guideline, on RedHat Enterprise Linux Server 5.x versions, you should ensure that
the size of the huge page is set dightly higher than the maximum size of your VM settings. For
example, for atotal system memory of 96 GB, you could set the VM memory to 80GB, then
configure your system to provide ~85GB of Huge Page support.

RedHat Enterprise Linux Server 6.0 or later introduces Transparent Huge Pages, which is an
abstraction layer that simplifies the management of huge pages. By default, Transparent Huge
Page support is enabled on RedHat Enterprise Linux Server 6.0 or later and CentOS 6.0 or later.

To Configure Huge Page Support on Releases Prior to Redhat Enterprise Linux
Server 6.0

1. Loginasroot. For this example, we assume you are using at least Redhat Enterprise Linux
Server 5.5.

2. Verify that your kernel supports huge pages. If the contents of / pr oc/ meni nf o contains
"HugePage Total," "HugePages Free" or "HugePagesize," then your kernel supports huge
pages. Make note of the huge page size of your system, which is dependent on your system
architecture.

$ cat /proc/nmeminfo | grep Huge
HugePages_Total : 0O
HugePages_Free: O
HugePages_Rsvd: 0

14
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HugePagesi ze: 2048 kB

. Set the maximum amount of memory on the server. For 64-bit JVMs that support huge
pages, you need to set the kernel for shared memory to be slightly higher than the maximum
size of your VM. Thismemory is"pinned" or reserved for the application once the VM

is started. For this example, set the maximum shared memory to 85 GB. Inthe/ et ¢/

sysct | . conf file, you need to add aline as follows:

kernel . shhrmax = <number of bytes>

For example, for 85 GB, add theline:

kernel . shmmax = 91268055040

. Next, set avirtual memory kernel parameter to tell the OS how many huge pages you want to
set aside. Inthe/ et ¢/ sysct | . conf file, you need to add the following line:

vm nr _hugepages = <nunber of pages>

For example, we want to set the virtual memory to 85 GB (89128960 kB), which is 85 GB/ 2
MB (obtained in step 2 as the size of each huge page). Thus, 89128960 kB/2048 kB = 43520,
which is the number of huge pages we want to reserve. This setting only takes effect at boot
time.

vm nr _hugepages = 43520
To set it without reboot, run one of the following commands:
sysct!l -w vm nr_hugepages=43520

If you want the setting to be present after reboot, then you have to modify the/ et ¢/
sysct! . conf file.

. Reboot the machine. Repeat step 2 to ensure that huge page memory is configured.

$ cat /proc/memnfo | grep Huge
HugePages_Tot al : 44564
HugePages_Free: 44564
HugePages_Rsvd: 0

HugePagesi ze: 2048 kB

. Finally, go to the Metrics Engine root. Assuming you are using Sun JVM, set the -XX:
+UselargePages VM option in the Metrics Engine' sconfi g/ j ava. properti es filefor the
start-ds tool andi nport-1dif tools. Note that each command should be on asingleline.
The command options are listed on separate lines for readability purposes.

# These JVM argunments can be used to run the Metrics Engine with an
# aggressive nenory tuning:

start-ds.java-args=-d64 -server -Xnx80g - Xns80g - XX: +UseConcMar kSweepGC

- XX: +CMsConcur r ent MTEnabl ed - XX: +CMSPar al | el Remar kEnabl ed

- XX: +CMSPar al | el Sur vi vor Remar kEnabl ed - XX: +CMSScavengeBef or eRemar k

- XX: Ref Di scoveryPol i cy=1 - XX: Paral | el CMSThr eads=1

- XX: CMsMaxAbor t abl ePr ecl eanTi ne=3600000 - XX: CVSI ni ti ati ngCccupancyFracti on=80
- XX: +UsePar NewGC - XX: +UseMenbar - XX: +UseBi asedLocki ng - XX: +UseConpr essedCops
- XX: Per nSi ze=64M - XX: +HeapDunpOnQut OF Menor yError - XX: +UselLar gePages

# These JVM argunents can be used to do an offline LD F inport with an aggressive
# menory tuning:

import-ldif.offline.java-args=-d64 -server -Xnmx80g - Xms80g

- XX: +UsePar al | el GC - XX: +UseMenbar - XX: NewRat i 0=8 - XX: +UseNUVA

- XX: +UseConpr essedOops - XX: +UseNUVA - XX: +HeapDunmpOnQut Of Menor yEr r or
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- XX: +UselLar gePages

7. Onthe Metrics Engine, run the dsj avapr oper ti es tool to save the VM settings.

$ bi n/dsjavaproperties

Y ou have successfully set up Huge Page Support on your Linux system.

Running as a Non-Root User

The Metrics Engine installer cannot be run as the root user, and generally the Metrics Engine
(and PostgreSQL.) should not be run as root. The drawback to not running as root is the inability
to use network port numbers below 1024. Some operating system provide workarounds for this
limitation, but the best practice isto install and run the Metrics Engine as a user, other than root,
and select port numbers greater than 1024,

On systems running Solaris 10 and OpenSolaris, you can use the User and Process Rights
Management subsystem with the Role-Based Access Control (RBAC) mechanisms to grant
users or roles only the privileges necessary to accomplish a specific task. Using RBAC avoids
the assignment of full super-user (root) privileges to the user. For example, you can grant the
net _privaddr privilegeto anon-root user, or role, that gives him or her the ability to listen on
privileged ports (for example, on ports 1024 or below). Similarly, granting the sys_r esour ce
privilege allows a user to bypass restrictions on resource limits, such as the number of file
descriptors a process might use.

The Solaris User and Process Rights Management system can also be used to remove
capabilities from users. For example, removing the pr oc_i nf o privilege from a user prevents the
user from seeing processes owned by other users. Removing thefi | e_l i nk_any privilege can
prevent users from creating hard links to files owned by other users. Hard links are not needed
by the Metrics Engine and can represent a security risk under certain conditions. The following
table summarizes the Solaris privileges that you may want to assign to non-root users.

Privilege Description
net_privaddr Provides the ability to listen on privileged network ports.
Sys_resource Provides the ability to bypass restrictions on resource limits (including the number of

available file descriptors).

proc_info Provides the ability for users to see processes owned by other users on the system. This
privilege is available to all users by default, but it can pose a security risk in some cases.
UnboundID recommends that it be removed from the role used by the Metrics Engine.

file_link_any Provides the ability to create hard links to files owned by other users on the system. This
privilege is available to all users by default, but it can pose a security risk in some cases.
UnboundID recommends that it be removed from the role used by the Metrics Engine.

Running as a Non-Root User (Linux)

Linux systems do not provide a direct analog to the Solaris User and Process Rights
Management subsystems. As aresult, there is no easy way to allow a non-root user to listen on a
privileged port.

To run asanon-root user but still allow connections on a privileged port, two options are
available:
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e Useaload-Balancer or Proxy Server. In many environments, the server can be run on a
non-privileged port but can be hidden by a hardware |oad-balancer or LDAP proxy server.

* Usenetfilter.Thenetfilter mechanism, exposed through thei pt abl es command, can
be used to automatically redirect any requests from a privileged port to the unprivileged port
on which the server islistening.

Creating a Solaris Role

To give multiple administrators access to the Metrics Engine, UnboundlD Metrics Engine
recommends that a Solaris role be created to run the server and that all necessary administrators
be added to that role. The Solaris role provides an audit trail that can be used to identify which
administrator performed a given action, while still allowing administrators to run the server,

to view and edit files used by the server, and to execute commands as that same user. As

with normal user accounts, roles can be assigned privileges. The role used for the Metrics
Engine should include the net _pri vaddr and sys_r esour ce privileges and should exclude the
proc_infoandfile_link_any privilegesfor improved security (that is, to eliminate the need
for root access).

To Create a Solaris Role for Multiple Administrators

To give multiple administrators access to the Metrics Engine, UnboundlD Metrics Engine
recommends that a Solaris role be created to run the server and that all necessary administrators
be added to that role. The Solaris role provides an audit trail that can be used to identify which
administrator performed a given action, while still allowing administrators to run the server,

to view and edit files used by the server, and to execute commands as that same user. As

with normal user accounts, roles can be assigned privileges. The role used for the Metrics
Engine should include the net _pri vaddr and sys_r esour ce privileges and should exclude the
proc_infoandfile_link_any privilegesfor improved security (that is, to eliminate the need
for root access).

1. Create a Solarisrole. Assume the role is named ds with all of the appropriate privileges
needed to run the Metrics Engine. Make sure to enter the whole command on asingle line.

# roleadd -d /export/home/ds -m-s /usr/bin/bash \
-K defaul t priv=basic, net_privaddr, sys_resource, -prov_info,-file_link_any ds

2. Assign apassword.

# passwd ds

3. For each administrator who is allowed to manage the Metrics Engine, assign the role with the
user mod command. For example, to give someone with auser name of “john” the ability to
assume the ds role, issue the following command:

# usernod -R ds john

If auser isaready amember of one or more roles, then the entire list of existing roles,
separated by commas, must also be provided or the user will be removed from those roles.
For example, if the root account isaso arole and the user “john” is also a member of that
role, then the command would be:

# usernod -R root,ds john
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4. Loginusing anormal user account and then use the bi n/ su command to assume the role
created for the Metrics Engine. Y ou cannot log directly into a system as arole. Only users
that have been explicitly assigned to arole will be allowed to assume it.

Installation Process Overview

The process for setting up and installing a Metrics Engine involves the following steps:

» Configuring the External Servers. UnboundID Identity Data Store, UnboundID Identity
Proxy, and UnboundID Identity Data Sync servers.

» Installing the Metrics Engine using the set up tool.
« Configuring the Metrics Engine using the moni t or ed- ser ver s toal.

The remainder of this chapter describes each of these stepsin detail.

Configuring the External Servers

Before you install the Metrics Engine, you need to configure the servers you will be monitoring:
UnboundID Identity Data Store, UnboundID Identity Proxy, and UnboundID Identity Data
Sync. The Metrics Engine requires al serversto be version 3.5.0 or later. See the administration
guides for each product for installation instructions.

Once you have installed the Metrics Engine, you can use the dsconf i g tool to make
configuration changes for the Metrics Engine. When using the dsconf i g tool interactively, set
the complexity level to Advanced, so that you can make all the necessary configuration changes.

Preparing the Servers Monitored by the Metrics Engine

The Metrics Backend manages the storage of metrics and provides access to the stored blocks
of metricsviaLDAP. The Metrics Backend is configured to keep a maximum amount of metric
history based on log retention policies. The default retention policy uses the Default Size Limit
Retention Policy, Free Disk Space Retention Policy, and the File Growth Limit Policy, limiting
the total disk space used to 500 MB. This amount of disk typically contains more than 24 hours
of metric history, which is ample. The Metrics Engine keeps a metric history so that the Metrics
Engine can be down for a period and then catch up when it comes back online.

The following two commands create a Retention Policy that limits the number of files to 2000,
and sets the Metrics Backend to flush datato a new file every 30 seconds.

$ bin/dsconfig create-log-retention-policy \
--policy-nane StatsCollectorRetentionPolicy \
--type file-count --set nunber-of-files: 2000

$ bin/dsconfig set-backend-prop \
- -backend-name netrics --set sanple-flush-interval:30s \
--set retention-policy: StatsCol | ectorRetentionPolicy
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These commands configure the Metrics Backend to keep 16 hours of metric history, which
consumes about 250 MB of disk, ensuring that captured metrics are available to the Metrics
Engine within 30 seconds of when the metric was captured. The value of the sanpl e-f 1 ush-

i nterval attribute determines the maximum delay between when ametric is captured and when
it can be picked up by the Metrics Engine.

Theflush interval can be set between 15 seconds and 60 seconds, with longer values resulting
in less processing load on the Metrics Engine. However, this flush interval increases the
latency between when the metric was captured and when it becomes visible in the Dashboard
Application. If you change the sanpl e-f1 ush-i nterval attribute to 60 secondsin the example
above, then the Metrics Engine keeps 2000 minutes of history. Because the number of metrics
produced per unit of time can vary depending on the configuration, no exact formula can be
used to compute how much storage is required for each hour of history. However, 20 MB per
hour is agood estimate.

Configuring the Processing Time Histogram Plugin

The Processing Time Histogram plugin is configured on each Metrics Engine and | dentity Proxy
asaset of histogram bucket ranges. When the bucket ranges for a histogram change, the Metrics
Engine notices the change and marks samples differently. This process alows for histograms
with the same set of bucket definitionsto be properly aggregated and understood when returned
in aquery. If different servers have different bucket definitions, then a single metric query
cannot return histogram data from the servers.

Y ou should try to keep the Processing Time Histogram bucket definitions the same on all
servers. Having different definitions restricts the ability of the Metrics Engine API to aggregate
histogram data across servers and makes the results of a query asking "What percentage of the
search requests took less than 12 milliseconds?' harder to understand.

For each server in your topology, you must set the separ at e- noni t or - ent ry- per - t r acked-
appl i cat i on property of the processing time histogram plugin to true. This property must be
set to expose per-application monitoring information under cn=noni t or . When the separ at e-
noni t or - ent ry- per -t racked- appl i cati on property is set to true, then the per - appl i cat i on-
| dap- st at s property must be set to per - appl i cati on- onl y on the Stats Collector Plugin and
vice versa.

For example, the following dsconf i g command line sets the required properties of the
Processing Time Histogram plugin:

$ bin/dsconfig set-plugin-prop --plugin-name “Processing Tine Hi stogranf \
--set separate-nonitor-entry-per-tracked-application:true

Thefollowing dsconf i g command line setsthe per - appl i cat i on- | dap- st at s property of the
Stats Collector plugin to per - appl i cati on-onl y:

$ bin/dsconfig set-plugin-prop --plugin-nane “Stats Collector” \
--set per-application-|dap-stats: per-application-only
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Setting the Connection Criteria to Collect SLA Statistics by Application

If you want to collect data about your SLAS, you need to configure connection criteriafor each
Service Level Agreement that you want to track. The connection criteria are used in many
areas within the server. They are used by the client connection policies, but they can also be
used when the server needs to perform matching based on connection-level properties, such
asfiltered logging. For assistance using connection criteria, contact your authorized support
provider.

For example, imagine that we are interested in collecting statistics on data that is accessed by
clients authenticating as the Directory Manager. We need to create connection criteria on the
Metrics Engine that identifies any user authenticating as the Directory Manager. The connection
criteria name corresponds to the appl i cat i on- name dimension value that clients will specify
when accessing the data via the API. When you define the Connection Criteria, change the

i ncl uded- user - base- dn property to include the Directory Manager’s full LDIF entry.

Thefollowing dsconf i g command line creates connection criteriafor the Directory Manager:

$ bin/dsconfig create-connection-criteria \
--criteria-name “Directory Manager” \

--type sinple \
--set “included-user-base-dn:cn=Directory Mnager, cn=Root DNs, cn=confi g”

Updating the Global Configuration

Y ou also need to create Global Configuration-tracked applications for each app (connection
criteria) you intend to track. Thet r acked- appl i cat i on property allows individua applications
to be identified in the server by connection criteria. The name of the tracked application is the
same as the name you defined for the connection criteria.

For example, the following dsconf i g command line adds the connection criteriawe created in
the previous step to the list of tracked applications:

$ bin/dsconfig set-gl obal -configuration-prop \
--set "tracked-application: D rectory Manager”

Thevaue of thet r acked- appl i cati on field corresponds to the value of the appl i cat i on-
name dimension value that clients will specify when accessing the data viathe API.

Notes on the PostgreSQL Database Setup

The Metrics Engine uses an embedded PostgreSQL DBM S database to store and to aggregate
server data. The PostgreSQL DBM S server is started and stopped automatically by the Metrics
Engine.
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About Setting Up the PostgreSQL DBMS Database

The PostgreSQL DBM S imposes its organizational structure on all users of the DBMS:

| DBMS Server

DatahaseA Datahase B

S:hema 1 Schema 2 S:hema 3

Figure 3: PostgreSQL DBMS Organizational Structure

A PostgreSQL DBMS server isaset of cooperating PostgreSQL processes listening on asingle
TCP port. The DBMS server is partitioned into one or more databases, and each database

is partitioned into one or more schema. Tables are associated with exactly one schema,

and indexes are associated with exactly one table. A user (or role, asthey are referred to in
PostgreSQL ) is associated with a database and can be granted access to one or more schema
within a database. When a user authenticates to the DBMS server, the resulting session is
automatically assigned to a default schema, where each user can specify their own default
schema.

The Metrics Engine treats the schema and the users as the same logical idea, creating a schema
and a user/role with the same name and assigning the schema as the user's default schema. This
is done for the sake of simplicity, not necessity. However, the Metrics Engine requires that the
user connecting to the DBM S have the Metrics Engine Schema as the default schema.

The DBMS may be vulnerable to attacks from other processes on the same server. Since the
DBMSisonly listening on the loopback address, any attack must originate from the same host.
If the Metrics Engine and PostgreSQL DBMS are the only processes on this host other than

OS processes, then the security risk is greatly diminished. And even if an attacker gets access
to the DBMS directly, the Metrics Engine DBM S only contains performance metrics about

the operations of the monitored servers and basic configuration information; none of the data
stored in the userRoot backend is present in the DBMS An attacker could modify histogram
sample data and alter performance history but could not affect directory data. Finally, even with
LDAP hostname and port information for the monitored servers, an attacker would still need to
overcome LDAP authentication, and no credentia datais stored in the DBMS.

Tuning the PostgreSQL Configuration

The Metrics Engine installer createsthe post gr esql . conf configuration file and the security
file, pg_hba. conf file. These two files are in the PostgreSQL data directory specified during the
install. Based on the size of the monitored installation and the RAM available to PostgreSQL,
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you may want to modify two configuration variables to tune the Metrics Engine for optimal
performance: shar ed_buf f er s and mai nt enance_wor k_mem The following table provides some
guidelines to help you tune your PostgreSQL configuration:

Table 3: Tuning Recommendations Based on Total System Memory

Variable Name <4GB <6 GB <8GB >8GB
shared_buffers 128 MB 256MB 512 MB 1GB
mai nt enance_wor k_nem 128 MB 256MB 1GB 2GB

Installing the Metrics Engine

Usetheset up tool for initial setup of the Metrics Engine.

To Install the Metrics Engine

1. Become auser, other than root.

2. To begin theinstallation process, abtain the latest zip release bundle from UnboundI D
and unpack it in afolder of your choice. In this example, the release bundle unpacksin the
UnboundI D- Met ri cs- Engi ne directory.

$ unzi p Unboundl D-Metrics-Engine-4.5.1.0.zip

3. Changeto the server root directory.

$ cd Unboundl D- Metri cs- Engi ne

4. Usetheset up command with the appropriate JAVA_HOME environment variable.

$ env JAVA HOME=/ds/java ./setup

Note: If your JAVA_HOVE environment variableis set to an older version
of Java, you must explicitly specify the path to the Java JDK installation

[ during setup. Y ou can either set the JAVA_HOVE environment variable with
the Java JDK path or execute the set up command in a modified Java
environment using the env command.

5. Read the UnboundID End-User License Agreement. If you agreeto itsterms, typeyes to
continue.

6. Thetool describes the installation process and the prerequisites. Typeyes to continue.

7. Type the port number of your local PostgreSQL instance or press Enter to accept the default
port, which is 5432.

8. Enter the password for the administrative account configured when installing PostgreSQL .
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9. Next, enter the name and credentials for the user account the Metrics Engine uses to connect
to the database. By default, the account nameisnet ri csengi ne. If you want to change the
password, select yes

10.Enter the name of the PostgreSQL database where the Metrics Engine will store its data. By
default, the nameisnet ri csengi ne.

11.Type the root user DN, or press Enter to accept the default (cn=Directory Manager), and
then type and confirm the root user password.

12.1f you want to enable support for HTTP clients, enter 1. If you want to enable HTTPS
support, enter 2. To enable both, select 3.

Enter the port number or numbers depending upon the type of HT TP support you select, or
press Enter to accept the defaults.

13.Type the LDAP port number of your Metrics Engine, or press Enter to accept the default
port, 1389.

0 Note: The Metrics Engine process needs special privilegesto listen on a
- port less than 1024.

14.Typeyes to enable LDAPS. Otherwise, press Enter to accept the default value of no.

If you answered yes, you will be prompted for certificate options. If you use the Java or the
PKCS#12 key store, you will be asked for the key store path, and the key store PIN. If you
use the PKCS#11 token, you will be asked for only the key PIN.

15.Typeyes to enable StartTLS. Otherwise, press Enter to accept the default value of no. Asin
the previous step, if you answered yes, you will be prompted for certificate options.

16.If you want to specify a particular address on which the server listens for client connections,
enter yes. Otherwise, accept the default of no.

17.Enter whether you want to tune the JVM to maximize memory use. By default, the valueis
no.

18.Typeyes, or press Enter to accept the default to start the Metrics Engine after the
configuration has completed.

If you plan to configure additional settings or import data, you can type no to keep the server
in shutdown mode.

19.When you have finished entering your settings, press 1 to configure the Metrics Engine.
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Configuring the Metrics Engine

Once you have finished running the set up tool, you need to configure the servers monitored
by the Metrics Engine. Y ou can configure the set of monitored servers using the moni t or ed-
servers tool or configure them individually using dsconfi g.

About the monitored-servers Tool

The noni t or ed- ser ver s command-line tool configures communication between the monitored
servers and the Metrics Engine and then bulk adds external server definitions to the Metrics
Engine configuration based on a server's administrative data. Before a server is added to the
Metrics Engine configuration, the system examines it to determine whether communication
needs to be configured. If so, the cn=Moni t ori ng User root user is created on the external
server with a password you supply.

This tool may be run against the same external server repeatedly, meaning that the server can go
through the preparation process again to update the user account or password.

When you run the tool with the add- ser ver s subcommand, it creates an external server based
on the information discovered about the remote server. It aso uses the information located in
thecn=adni n dat a entry to discover other serversin the topology, which are also added to the
configuration.

About Adding Individual Servers Using dsconfig

Usethedsconfi g tool to configure individual serversto be monitored by the Metrics Engine.
Only the servers that you specify in the noni t or ed- ser ver property of the Monitoring
Configuration configuration object will be actively monitored, though historical data may exist
for disabled servers. If you want to temporarily disable monitoring and stop the Metrics Engine
from collecting statistics, remove the external server from this property. Do not delete the
external server object. Add the external server back to the moni t or ed- ser ver property when
you are ready to re-enable monitoring of the server.

To Configure the Metrics Engine

1. Run the noni t or ed- ser ver s tool with the add- ser ver s subcommand.

Specify connection information for the Metrics Engine, as well as connection information
for any remote serversin use. The engine creates an external server based on the
information discovered about the remote server. It aso uses the information located in the
cn=admi n dat a entry to discover other serversin the topology, which are also added to the
configuration.

$ bin/nonitored-servers add-servers --bindDN ui d=adnmi n, dc=exanpl e, dc=com \
- - bi ndPasswor d password --nonitoringUserBi ndPassword password \
--renot eServer Host nane | ocal host --renoteServerPort 1389 \
- -renot eSer ver Bi ndPasswor d passwor d
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2.

Usethe--dry-run option so that the tool generates output detailing the work that would be
done in alive session without actually making changes to the server configuration.

$ bi n/noni tored-servers add-servers --bi ndDN ui d=adni n, dc=exanpl e, dc=com \
- - bi ndPasswor d password --nonitoringUserBi ndPassword password \
- -renot eSer ver Host nanme | ocal host --renpteServerPort 1389 \
--renot eSer ver Bi ndPassword password --dry-run

To Add Individual Monitored Servers Using dsconfig

1.

0.

Run thedsconfi g tool.
$ bin/dsconfig
Select Moni t ori ng Confi gurati on to edit the Metrics Engine configuration.

Edit the monitored-server property, then enter 2 to add a new server. Only servers specified
in this property are monitored.

Create anew LDAP externa server, and then select they type of server you want to create
from thelist.

Enter the name of the new server.

Enter the host name of the server you will monitor. For example, server.example.com.

. Specify the DN used to bind to the target LDAP server. Enter 5 to specify the password used

to bind to the server.

When you are satisfied with the properties of the external server, enter f to create the new
external server.

When you have finished adding servers to be monitored, enter 1 to accept the new values

10.Enter f when you have finished making changes.

Running the Metrics Engine

To start the Metrics Engine, run the bi n/ st art - met ri cs- engi ne command on UNIX® or
Linux systems. Runthebat/start-metri cs- engi ne command on Windows systems. The
start-metri cs- engi ne command starts the Metrics Engine as a background process when
no options are specified. To run the Metrics Engine as a foreground process, usethe st art -
net ri cs- engi ne command with the - - nodet ach option.

Starting the Metrics Engine

When the Metrics Engine starts for the very first time, it downloads new samples from the
monitored servers and adds data to the database. Until it has finished thisfirst data collection,
the Metrics Engine will not be able to answer metric queries to the database. The Metrics Engine
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processes samples from the oldest to the newest, so queries on more recent data may require
more start-up time. Note that if the monitored servers have been collecting samples for several
days, there may be a significant backlog of datato collect.

To determineif your server isready to respond to metric queries, you can check the Sample
Import Backlog using the st at us tool. The following output shows that the server is available,
because the Sample Import Backlog is zero:

- Server Status ---

Server Run Status: Started 22/ Aug/2012:10: 35: 36. 000 - 0500
Operational Status: Avai | abl e
Open Connecti ons: 2

Sanpl e | mport Backl og: O
Sanpl e Inmport Delay (ms): 7

Max Connecti ons: 2
Total Connecti ons: 1188
- Server Details ---
Host Nane: host . exanpl e. com
Adm ni strative Users: cn=Directory Manager
Installation Path: / Unboundl D- Met ri cs- Engi ne
Server Version: Unboundl D Metrics Engine 3.6.0.0
Java Version: 1.6.0_31

Once the server’s Sample Import Backlog is relatively low compared to the number of servers
being monitored (no more than five times the number of monitored server), it can answer metric
queries for recent data on a particular server, and you can begin to analyze the data.

To Start the Metrics Engine as a Background Process

» Gotothe server root directory, and then use st art - netri cs- engi ne.

$ bin/start-netrics-engine

To Start the Metrics Engine as a Foreground Process
1. Typestart-nmetrics-engi ne tolaunch the Metrics Engine as aforeground process.
$ bin/start-nmetrics-engi ne --nodetach

2. You can stop the Metrics Engine by pressing Ctrl+C in the terminal window where the
server isrunning or by running the st op- et ri ¢s- engi ne utility from another window.

To Start the Metrics Engine at Boot Time

By default, the Metrics Engine does not start automatically when the system is booted. I nstead,
you must manually start it with thebi n/ start - netri cs- engi ne command. To configure the
monitoring server to start automatically when the system boots, usethecr eat e-rc- scri pt tool
to create arun control (RC) script as follows:

1. Create the startup script.

$ bin/create-rc-script --outputFile Unboundl D- ME. sh \
--user Nane ds
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2. Asroot, move the generated UnboundID-ME.sh script into the/ et ¢/ i ni t . d directory, and
create symlinksto it fromthe/ et ¢/ rc3. d (starting with an "'S" to ensure that the server is
started) and / et ¢/ r c0. d directory (starting with a"K" to ensure that the server is stopped).

m/ Unboundl D- ME. sh /etc/init.d/

-s /etc/init.d/ Unboundl D- ME. sh /etc/rc3.d/ S50- Unboundl D- ME. sh

#
#1n
#1n -s /etc/init.d/ Unboundl D- ME. sh /etc/rcO0. d/ K50- Unboundl D- MVE. sh

3. Log out asroot, and re-assume the ds roleif you are on a Solaris system.

To Stop the Metrics Engine

Change to the server root directory and use st op- net ri cs- engi ne.

$ bin/stop-netrics-engine

To Restart the Metrics Engine

Y ou can restart the Metrics Engine using the st op- net ri cs- engi ne command with the - -
restart or - Roption. Running this command is equivalent to shutting down the server, exiting
the VM session, and then starting up again, which requires are-priming of the VM cache.

To avoid destroying and re-creating the VM, use an internal restart, which can be issued over
LDAP. Theinternal restart will keep the same Java process and avoid any changes to the VM
options.

Go to the server root directory. Using aloopback interface, run the st op- net ri cs- engi ne
command withthe-Ror --restart options.

$ bin/stop-netrics-engine --restart \
--hostnane 127.0.0.1

Installing the Management Console

The UnboundID Metrics Engine provides a graphical web application tool, the UnboundI D
Management Console. The Management Console provides configuration and schema
management functionality in addition to monitoring and server information. Like the

dsconf i g configuration tool, all changes made using the Management Console are recorded
inl ogs/ config-audit. | og. In addition, anytime a configuration is made to the system, the
configuration backend is automatically updated and saved as gzip-compressed files. Y ou can
access the changesin the conf i g/ ar chi ved- confi gs folder.

The Management Console is aweb application that must be deployed in a servlet container that
supportsthe servlet API 2.5 or later. Aninstallation using Apache Tomcat is described below
for illustration purposes only.
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Note: The Management Console supports JBoss 7.1.1 or later. Refer to
0. the JBoss Compatihbility section in the WeB- | NF/ web. xm file for specific
configuration steps.

To Install the Management Console Out of the Box

1

Download and install the servlet container. For example, download apache- t oncat -
<ver si on>. zi p from http://tomcat.apache.org/, and then unzip thisfile in alocation of your
choice.

Set the appropriate Apache Tomcat environment variables. The set cl asspat h. sh and
cat al i na. sh filesare in the tomcat bi n directory.

$ echo "BASEDI R=/ path/to/tontat" >> setcl asspath. sh
$ echo "CATALI NA_HOME=/ path/to/tontat" >> catalina.sh

Download the Management Console ZIPfile, et ri cs- web- consol e- 4. 5. 1. 0- GA-
i mage. zi p and unzip the file on your local host. Y ou should see the following files:

3RD- PARTY- LI CENSE. TXT
LI CENSE. TXT

READVE

nmet ri csengconsol e. war

Createanet ri csengconsol e directory in apache-t ontat - <ver si on>/

webapps/ net ri csengconsol e. Then, copy the metricsengconsole.war file to apache-

t oncat - <ver si on>/ webapps/ net ri csengconsol e. If the servlet is running and auto-depl oy
is enabled, copy the .war fileto the/ webapps directory and it will install in the directory.

$ nkdir apache-tontat - <versi on>/ webapps/ netri csengconsol e
$ cp netricsengconsol e. war apache-t ontat - <ver si on>/ webapps/ net ri csengconsol e

Go to the apache-t ontat - <ver si on>/ webapps/ net ri csengconsol e directory to extract the
contents of the console. The jar command is included with the JDK.

$ cd apache-tontat - <ver si on>/ webapps/ netri csengconsol e
$ jar xvf nmetricsengconsol e. war

Optional. Edit the WeB- | NF/ web. xni file to point to the correct Metrics Engine instance.
Change the host and port to match your server. The parametersin theweb. xni file appear
between <!-- and --> as comments. Uncomment the parameters you need to use. For
example, you can specify the server or servers that the consol e uses to authenticate using the
following parameters:

<cont ext - par an>
<par am nane>| dap- ser ver s</ par am nane>
<par am val ue>| ocal host : 389</ par am val ue>
</ cont ext - par an>

Note: If thel dap- servers parameter isleft as-is (i.e., undefined by
[ default), the web console displays aform field for the user to enter the
server host and port.
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7. Optional. With the default configuration, Tomcat will time out sessions after 30 minutes of
inactivity, forcing the user to log back in again. This can be changed on a servlet container
wide basis by editing apache- t ontat - <ver si on>/ conf/ web. xm , and updating the value of
this configuration parameter:

<sessi on-confi g>
<sessi on-ti neout >120</ sessi on-ti neout >
</ sessi on-confi g>

The session expires after the specified number of minutes. Changing the value to 120, for
example, will extend the expiration to two hours. Changes to this setting might not take
effect until the servlet container isrestarted, so consider changing the value before starting
the server for the first time.

8. Start the Metrics Engineif it is not already running, and then start the Management Console
using the apache- t ontat - <ver si on>/ bi n/ st art up. sh script. Use shut down. sh to stop
the servlet container. (On Microsoft Windows, use st ar t up. bat and shut down. bat .) Note
that the JAVA_HOME environment variable must be set to specify the location of the Java
installation to run the server.

$ env JAVA HOVE=/ds/java bin/startup.sh

Usi ng CATALI NA BASE: / apache-t ontat - <ver si on>

Usi ng CATALI NA_HOME: / apache-t ontat - <ver si on>

Usi ng CATALINA TMPDI R /apache-tontat-<version>/tenp
Usi ng JRE_HOVE: /ds/java

9. Open abrowser to ht t p: / / host nane: 8080/ et ri csengconsol e. By default, Tomcat listens
on port 8080 for HTTP requests.

Note: If you re-start the Metrics Engine, you must also log out of the
0. current Management Console session and then log back in to start a new
console session.

Logging into the Management Console

To log into the console, you can either use aDN (for example, cn=Directory Manager) or
provide the name of an administrator, which is stored under cn=admin data. The dsf r amewor k
command can be used to create a global administrator, for example:

$ dsframework create-adm n-user \
--host nane server1. exanpl e. com\
--port 1389 --bindDN "cn=Di rectory Manager" \
- - bi ndPassword secret \
--user| D soneAdnin --set password: secret

To Log into the Management Console

1. Goto the server root directory.

$ cd Unboundl D- Metri cs- Engi ne

2. Start the Metrics Engine.
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Fine

$ start-netrics-engine

3. Start the Apache Tomcat application server.
$ /apache-tontat - <ver si on>/ bi n/ startup. sh
4. Open abrowser to http://hostname: 8080/metricsengconsol &/

5. Typetheroot user DN (or any authorized administrator user name) and password, and then
click Login.

6. On the Management Console, click Configuration.
7. View the Configuration menu. By default, the console displays the Basic object type

properties. Y ou can change the complexity level of the object types using the Object Types
drop-down list.

-Tuning the Management Console

The Management Console uses aweb. xm descriptor file for its configuration and deployment
settings. Instead of specifying the host name and port on the Login page, you can configure one
or more primary serversintheweb. xm file aswell as configure security and truststore settings
for your Metrics Engine console. If you specify any servers using theweb. xmi file, the Login
page will no longer display the LDAP Server field. It will automatically attempt to connect

to the primary server(s) specified in theweb. xni filein the order in which they are specified
until one of the servers can authenticate the username and password. The console also usesthis
server to "discover” other serversin the topology, making them available for monitoring and
management in the console.

To Configure One or More Primary Servers for the Console

1. Openthenetri csengconsol e/ VEB- | NF/ web. xni filein atext editor to specify the server(s)
that the consol e uses to authenticate. First, remove the comment tags (<!-- and -->) in the
| dap- servers Section.

2. Next, specify the serversashost : port (e.g., serverl.example.com:389) or using the LDAPS
protocol to specify security information (e.g., ldaps://serverl.example.com:389). If you
specify more than one server, you must separate them using a space. For example, if you
have two servers: one using standard LDAP communication, the other using SSL, you would
see the following:

<cont ext - par an>

<par am nane>| dap- ser ver s</ par am name>

<par am val ue>l ocal host: 389 | daps://svr1. exanpl e. com 389</ par am val ue>
</ cont ext - par an>

3. Savethefile.
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To Configure SSL for the Primary Console Server

Y ou can configure the console so that it will communicate with all of its primary servers over
SSL or StartTLS. See the previous section on how to specify one or more primary servers.

1. Openthenetricsengconsol e/ VEB- | NF/ web. xni filein atext editor to specify the type of
communication to authenticate. First, remove the comment tags (<!-- and -->) in the security
section.

2. Specify none, ssl, or starttl s for the type of security that you are using to communicate
with the Metrics Engine.

<cont ext - par an>
<par am nane>security</ param nane>
<par am val ue>ssl </ par am val ue>

</ cont ext - par an>

3. Savethefile.

To Configure a Truststore for the Console

For SSL and StartTL S communication, you can specify your truststore and its password (or
password file) in theweb. xm file. If no truststore is specified, al server certificates will be
blindly trusted.

1. Openthenetricsengconsol e/ VEB- | NF/ web. xmi filein atext editor to specify the
truststore. First, remove the comment tags (<!-- and -->) in the truststore section.

2. Specify the path to your truststore.

<cont ext - par an>

<par am nane>t r ust St or e</ par am nane>

<par am val ue>/ pat h/ t o/ t rust st or e</ par am val ue>
</ cont ext - par an>

3. Next, specify the password or the path to the password pin file.

<cont ext - par an>
<par am nane>t r ust St or ePasswor d</ par am nane>
<par am val ue>passwor d</ par am val ue>

</ cont ext - par an>

<cont ext - par an>
<par am nanme>t r ust St or ePasswor dFi | e</ par am nane>
<paramval ue>/ path/to/truststore/pin/file</paramval ue>
</ cont ext - par an>

4. Savethefile.

Upgrading the Management Console

Y ou can easily upgrade the Management Console by first moving theweb. xn file to another
location, unpacking the latest Management Console distribution, and then replacing the newly
deployed web. xni file with the previous build.
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Backing

To Upgrade the Management Console
1. Shut down the console and servlet container.

2. Inthe current deployment of the Management Console, move the
webapps/ net ri csengconsol e/ WEB- | NF/ web. xmi file to another location.

3. Download and deploy the latest version for the Management Console. Follow steps 2-5
outlined in the section "To Install the Console Out of the Box".

4. Assuming you had not renamed the . war file when you originally deployed the Management
Console, run adiff between the previous and newer version of the web.xml file to determine
any changes that should be applied to the new web.xml file. Make those changes to
the new file, and then replace the newly deployed Management Consol€’ sweb. xm to
webapps/ net ri csengconsol e/ VEB- | NF/ web. xm .

5. Start the servlet container.

Up the Metrics Engine DBMS

This section provides information about why you may need to backup the DBMS, and then
how to plan and execute your backup strategy. Understanding what happens during the backup
process is important because executing a DBM S backup requires taking the Metrics Engine
offline for the duration of the backup.

About Backing Up DBMS Data

The Metrics Engine stores all historical metric samplesin the PostgreSQL DBMS, along with
several other data tables that are used for bookkeeping and normalization of the sample data.
Even a small Metrics Engine installation, which monitors three to four servers, will use sample
tables that occupy 95% of the total DBM S space used. While afunctional backup must capture a
consistent view of severa tables, the size of the sampl e tables dictates the desired approach to a
regular backup strategy.

The historical samples allow you to:

O Diagnose performance problems that occurred in the past.
O Provide historical datafor capacity planning and historical reporting.

0 Provide the data needed for arevenue stream, such as when Metrics Engine dataiis used for
billing and chargeback.

Evaluating the parts of the data that are important to you determines your backup strategy.
For example, in the case of billing and chargeback, the data needed for these sorts of tasks
istypically small compared to the total population of the DBMS, and you can use the API

to extract the data on aregular basis and archive it in aset of CSV files. Thismay be all the
datayou need, and the planning and resources required to backup the DBM S will be minimal.
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However, in other circumstances, you may not be able to determine what data will be important
to you in the future, in which case backing up all DBMS datais the safest approach.

About Historical Data Storage

The Metrics Engine DBMS stores all historical sample data starting from when the Metrics
Engine first started collecting sample data. It can store time-aggregated data for up to twenty
years, and the datain the DBMS s continually changing as long as the Metrics Engineis
running.

The system that feeds data to the Metrics Engine is designed to allow the Metrics Engineto
be offline for hours at atime without dropping any data. The collection points hold the data
for hours, giving the Metrics Engine ample time for maintenance tasks. The collection points
do have alimit on how long they hold data, so the Metrics Engine cannot be offline for an
indeterminate time.

If the Metrics Engineis offline so long that the collection points start to delete data that has
not yet been captured, then there will be gaps in the data. Aggregation still works, even with
these gaps. If the data gap is four hours, four time samples will be missing in the one hour
aggregation level, and no datawill be missing in the one day aggregation level. However, the
one day aggregation level will use only 20 hours of data rather than 24.

The Metrics Engine responds to queries that result in data with time gaps. The resulting data
differentiates between data with zero value and missing data.

By default, the Metrics Engine can be offline for about eight hours before any dataislost. If you
target a backup that lasts less than two hours, you do not compromise the data.

Determining What Data to Backup

Sample data comprises about 95% of the DBMS by volume. It is broken evenly into four
groups:

One Second
One Minute
One Hour
One Day

O o o o

Each of these groups changes over time, with new samples flowing in and being aggregated and
with old samples being deleted. The data in the One Second group data changes much faster
than the other groups. Using the default settings, 100% of the datain this group is replaced
every 8 hours. So, even if you have a backup of this group, it will be completely out of date
eight hours after you compl eted the backup. With such a short period of usefulness, we have
omitted this group from the backup, saving both time and space.

The group that contains One Minute data changes every seven days by default, though it can
be aslong as every five weeks. The data from this group can be useful if you back it up every
week. Remember that if the One Minute tables fully age out every week, then a backup from 5
days ago is not very useful.
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The One Hour data ages out every year by default, and the One Day data never ages out. Both of
these groups are good candidates for backup.

From a planning perspective, we need to backup three of the four sample groups, if we backup
at afrequency between daily and weekly. If we backup less often, then we may want to exclude
the One Minute data as well, and back up only the One Hour and One Day data groups.

Implications of Restoring Data

If you have a catastrophic storage failure, when you restore the data that was captured and
aggregated between the most recent backup and now will be lost. For example, imagine we take
weekly backups on Sunday night. If we have to restore from backup on the following Friday in
aworst-case scenario, we will have asix day gap in our data. This gap represents six samples
from the one day group, 144 samples from the one hour group, and 8640 samples for the one
minute group. The collection points are still caching samples, so after the backup is restored, the
Metrics Engine will immediately reclaim the most recent eight hours of data.

However, configuring the collection points to retain the data for an entire backup period, while
providing 100% recovery of the data, comes at a high price. The Metrics Engine has a modest
upper limit on how fast it can get data into the DBM S, approximately 500k samples per minute.
If you presented a seven day backlog of datato the Metrics Engine, it will take several days for
it to process the backlog, and the Metrics Engine would be unable to answer queries for current
data until the backlog finished processing.

We recommend having agap in the data rather than losing the ability to use the data at all for
an extended period of time. Avoid any approach that results in more than two hours of catchup
time.

Planning for Periodic Backups

When you plan for a periodic backup, you must choose a time window during which the Metrics
engine can be offline and ensure that you have enough disk space to hold the new backup

image. The exact size of aDBMS table and its corresponding backup is difficult to predict

be because it depends on factors that change at each installation. These factors include the
number of monitored servers, the number of tracked applications, the collected metrics, and

the retention duration for each of the aggregation levels. The following table provides values
from installations used during testing. These values reflect backing up three of the four sample
groups: one minute, one hour, and one day data.

Table 4: Data from Sample Deployments

Data For 25 Monitored Servers For 50 Monitored Servers
Number of tracked applications 20 20

1 second data resolution 8 hours 8 hours

1 minute data retention 14 days 14 days

1 hour data retention 52 weeks 52 week

1 day data retention 20 years 20 years

1 second table size 22G 42 G

1 minute table size 8G 18G

1 hour table size 4 G (estimated) 9 G (estimated)
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Data For 25 Monitored Servers For 50 Monitored Servers
1 day data retention 4 G (estimated) 7 G (estimated)

time to backup 15 minutes (estimated) 30 minutes (estimated)
time for import catchup 10 minutes 42 minutes

size of compressed backup image 3 G (estimated) 5.5 G (estimated)

time to restore 1 hour (estimated) 2 h (estimated)

If you choose to not make a backup and you lose your DBM S completely, you can always re-
initialize the DBMS, restart the Metrics Engine, and start collecting data again. Y ou will lose
all collected metric dataand all collected event data, but retain the configuration required to
start collecting data again. If you have afixed set of metrics that are historically important,
simply taking snapshots of these metrics periodically (using the Metric engine RESTful API)
and saving them as .csv files protects you if the DBMSislost.

Before You Begin Your Backup

Before you attempt a backup or restore, you must shut down the Metrics Engine. If you
backup or restore with the Metrics Engine running, you will end up with a corrupted backup or
corrupted database.

Y ou need the following information to complete a backup:

» Database name. This hame was specified during Metrics Engine installation and is available
through the dsconf i g tool. The default valueisnet ri csengi ne.

« Schema name. This name was specified during Metrics Engine installation and is available
through the dsconf i g tool. The default valueis et ri csengi ne.

» PostgreSQL data base administrator login. Thisvalueis set during the Metrics Engine
setup and defaultsto post gr es.

* PostgreSQL data base administrator password. Thisinformation was provided during the
Metrics Engine setup and has no default.

The PostgreSQL login and password must have DBA superuser level privileges. Because you
are running PostgreSQL tools from the command line, you need to know how to authenticate to
the DBMS using these tools. Typically, you can use the following options to authenticate and
prompt for the password:

-U dbns login -W

These options are omitted from the following examples to improve clarity.

How to Backup the Database

To backup the entrie DBM S, excluding the one second data, use the following command:

$ pg_dunp -v -c -n schena --no-unl ogged-tabl e-data database > backup-file-nane

If you installed the Metrics Engine with the default settings, the command appears as follows:
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$ pg _dunp -v -c -n netricsengi ne --no-unl ogged-tabl e-data nmetri csengi ne > backup-file-
name

The backup command takes the following arguments and options:

» schema The schema hame used. By default, the value is unboundi d.

database The database name used. By default, the value is unboundid.

backup-file-name The name of the file where the backup is stored.
» -n Thisoption specifies that only the schemawe are using be backed up.

» -v Thisoption specifies to use the verbose mode.

Note: You cannot backup and restore parts of the schema beyond the sample
tables. The Metrics Engine application code creates implicit relationships
between different tables that are not enforced by the DBMS. If you backup
the DBM S with the Metrics Engine running, restoring that backup may

[ corrupt the sample tables, aligning sample data with the wrong metric meta
data. The backup must be on a DBMS that has been stopped, and it must
capture al of the tables you intend to restore. Any tables not included in the
backup must be truncated when you restore from the backup, otherwise these
implicit relationships will be broken.

How to Restore the Database

Use the following command to restore the backup created above:
$ psqgl -d database < backup-fil e-nanme

Executing this command takes between 10 minutes and two hours, depending on the size of the
backup. The command drops and recreates each backed up table and index, and then relcads all
datafor the table stored in the backup.

Excluding Data from Specific Aggregation Levels

The default backup command skips only the unlogged tables, which is the one second data we
concluded should not be backed up because it would be stale before the backup could be used.
However, you can skip other aggregation levels. To skip an aggregation level, the - T option of
the pg_dunp tool should be used. For exampl e the following command skips the one second and
one minute data:

$ pg_dunmp -v -c -n schenma --no-unl ogged-tabl e-data \
-T schema. histo |1 -T schema. histo_d* \
-T schema.scalar_|1 -T schena. scal ar_d* \
schema > backup-fil e-name

The following tables describe the names of the specific aggregation levels
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Table 5: Aggregation Level Table Names

Aggregation Level Table Names

1 second histo_10, histo_h*, scalar_l0, scalar_h*
1 minute histo_l1, histo_d*, scalar_I1, scalar_d*
1 hour histo_I2, histo_m*, scalar_I2, scalar_m*
1 day histo_I3, histo_y*, scalar_I3, scalar_y*

If you explicitly use the - T option, then you must prepare the DBM S before you can restore,
otherwise the restore will report errors. Every table that is excluded by the - T option during
backup must be dropped before the restore is attempted.

Performing a Full Backup

Y ou may want afull DBMS backup and restore, rather than exclude the most recent data tables.
A full DBMS backup can be used to load the data into a different DBMS server or into another
database in the current server. Or, you may want to send the DBM S image to your support
provider for analysis of a performance problem.

To create afull backup, use the following command:
$ pg_dunp -v -c -n schenm database > backup-fil e-nane
To restore the full backup to a new database, use the following command:

$ psqgl -d new dat abase-nanme < backup-fil e-nane

How to Export and Import the Database

Y ou may want to export the full database, including the tables that should normally be excluded.
For example, you may want to export the database to import the entire schema into another
database, perhaps to do further analysis on it without the Metrics Engine continuing to import,
aggregate, and trim the data. Below are the commands to export the full database, and then to
import it into a new database for further processing or analysis:

$ pg_dunp -n schema -Fc database > full-backup-fil e-nanme
$ createdb -T tenpl ate0 new dat abase- nane
$ pg_restore -d new dat abase-nanme full -backup-fil e-nanme

Y ou may also want to export the full database if you need to send a Metrics Engine database
image in for support to analyze.

Uninstalling the Metrics Engine

The Metrics Engine provides an uninstall command-line utility for quick and easy removal of
the code base. Y ou can uninstall the Metrics Engine using one of the following modes:

* Interactive command-line mode. This modeis a text-based interface. The utility prompts
you for input if more datais required.
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* Non-interactive command-line mode. This mode suppresses progress information from
being provide in standard output during processing, except for fatal errors. Thismodeis
convenient for scripting and isinvoked with the - - no- pr onpt option.

To Uninstall the Metrics Engine in Interactive Mode

I nteractive mode uses a text-based, command-line interface to help you remove your Metrics
Engineinstance. If uni nst al | cannot remove al of the Metrics Engine files, the server
generates a message with alist of the files and directories that must be manually deleted. The
uni nst al | command must be run as either the root user or the same user (or role) that installed
the Metrics Engine.

1. Goto the server root directory.

$ cd Unboundl D- Metri cs- Engi ne

2. Usethe uninstall command.

$ ./uninstall

3. Select the components to be removed. If you want to remove all components, press Enter to
accept the default.

4. If the Metrics Engineis running, press Enter to shutdown the server before continuing the
uninstall process.

5. Complete the uninstall, and view the logs for any remaining files. Manually remove any
remaining files or directories, if required.

Uninstalling the Metrics Engine in Non-Interactive Mode

The uninstall utility provides a- - no- pr onpt option that you can enter on the command line or
usein ascript. Usethe- - f or ceOnEr r or option to continue the uninstall process even when an
error is encountered. If an option isincorrectly entered or if arequired option is omitted and the
--forcenError option is not used, the command will fail and abort.

To Uninstall the Metrics Engine in Non-Interactive Mode
1. Goto the server root directory.

$ cd Unboundl D- Metri cs- Engi ne

2. Usethe uninstall command.

$ ./uninstall

3. Useuninstal | withthe--renove-all option to remove all of the Metrics Engine's
libraries. The - - qui et option suppresses output information and is optional.
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$ ./uninstall --renove-all --no-pronpt --forceOnError

4. If any files or directories remain, manually remove them.

To Uninstall Selected Components in Non-Interactive Mode

1. Gotothe server root directory.

$ cd Unboundl D- Metri cs- Engi ne

2. Useuninstal | withthe--backup-fil es option to remove the Metrics Engine’ s backup
files. Use the uu- - hel p or - Hoption to view the other options available to remove specific
components.
$ ./uninstall \

- -backup-files \
--no-pronpt \

--quiet \
--forceOnError

Uninstalling the Management Console

Y ou can easily remove the existing Management Console by removing the
webapps/ net ri csengconsol e directory when no longer needed on your system.

To Uninstall the Management Console

1. Close the Management Console, and shut down the servlet container. (On Microsoft
Windows, use shut down. bat ).

$ apache-tontat - <ver si on>/ bi n/ shut down. sh

2. Removethewebapps/ net ri csengconsol e directory.

$ rm-rf webapps/netricsengconsol e

3. Restart the servlet container instance if necessary. Alternatively, if no other applications are
installed in the servlet instance, then the entire servlet installation can be removed by deleting
the servlet container directory.

Cleaning Up the PostgreSQL DBMS After Uninstall

The Metrics Engine stores metric samples and bookkeeping information in the DBMS. After the
Metrics Engine has been uninstalled this data may no longer be useful. If there is a chance that
the Metrics Engine may be reinstalled and the existing metric sample data may be useful, then
you do not need to cleanup the DBMS. However, if the Metrics Engine will not be reinstalled, or
if you just want to get rid of al of the old data before you reinstall, use this procedure.

« Shutdown the Metrics Engine.
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$ bin/stop-netrics-engine
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Chapter

Configuring Charts

This chapter presents procedures to configure Metrics Engine charts, whether appearing on the
Metrics Engine or on the UnboundID Identity Broker Dashboard.

Topics:

» Customizing the Identity Broker Dashboard
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Customizing the Identity Broker Dashboard

The UnboundI D Identity Broker is a high-performance, highly-scalable, highly secure server,
providing a centralized Policy engine, OAuth2 authentication/authorization service, and OpenlD
Connect service to power your identity infrastructure. The Identity Broker provides a Metrics
Tab on its Broker Console that displays a dashboard that tracks key performance metrics (image
shown below).

The Metrics Dashboard page is powered by an UnboundlD Metrics Engine instance, monitoring

activity on the UnboundID Identity Broker. Each chart itself isfully customizablein terms of its

data collection and its look-and-feel. Any configuration of the Identity Broker's dashboard charts
can made using the Chart Builder tool, and then editing a properties file on the Metrics Engine.
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Figure 4: UnboundID Identity Broker Dashboard

Metrics charting in the Chart Builder and the Identity Broker Dashboard use the same library,
so that a chart rendered in the Chart Builder will render exactly the same in the Dashboard if
the properties produced by the Chart Builder are used. As you change the settings in the Chart
Builder, the builder will re-fetch the metric data from the Metrics Engine using the Metrics
Engine REST API.

When the I dentity Broker Dashboard displays a set of charts, the dashboard page will
asynchronously fetch the metric datafor all chartsin parallel, with each chart rendering when
its datais returned. While most metric queries respond quickly (50-100ms), some queries may
take longer, which will result in alonger lag between making a change in the Chart Builder (or
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refreshing the Identity Broker dashboard) and the chart being rendered. If the lag seemstoo
long, consider making changes to the query to reduce the amount of data it needs to gather.
Selecting specific Instances and using Dimension Filters often helps with ow queries.

The Chart Builder tool and the underlying libraries constrain a chart to a single metric. This
constraint is in place to smplify the configuration of the chart and the dashboard. When two
different metrics need to be compared, the best solution is to produce a chart for each metric

and place them in proximity to each other in the dashboard. The layout of chartsin the Identity
Broker dashboard uses a left-to-right, top-to-bottom flow with a minimum viewport size. The
size of each chart is determined by the library default size (300x300) and overridden by values
in the chart properties file. Sometimes the legends and |abeling of a chart dictate the minimum
sizefor achart, especialy when the values in the legend are long. When certain data values
result in charts that are unwieldy, the actual labels used for specific data series can be overridden
to be shorter, improving the use of dashboard screen real estate.

About the Metrics Engine Documentation

The Metrics Engine comes with a complete online reference documentation that developers or
administrators can use to implement their custom charts. This Documentation page is designed
to be a configuration starting point for those wanting to customize their metric charts. After you
have successfully installed the UnboundI D Identity Broker, backend data store servers, and the
UnboundID Metrics Engine, you can access the documentation at the following URL:

https://<metri cs-engi ne- host >: <port >/ docs/ doc-i ndex. ht m

The Metrics Engine Documentation page provides links to a Metrics Documentation page,
areferencefile that details every metric available per product, a Metrics Engine REST API
documentation that explains the endpoints, and the Metrics Engine Chart Builder tool to
customize any chart.

Metrics Engine Documentation |¥nbound

Figure 5: Metrics Engine Documentation
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The Metric Documentation link opensto areference file that lists al of the metrics available on
the system. The page displays the following columns:

O The Name column provides alink to a given metric, which you can click to launch the Chart
Builder tool. The Chart Builder tool will display apreview chart for that specific metric. For
example, if you click the backend- act i ve- cl eaner -t hr eads link, you will see the chart for
that parameter.

O The Produced By column indicates the UnboundID product source that is generating the
metric.

0 The Enable column provides the corresponding dsconf i g command-line instruction to
enable the metric on the producing monitored server. Simple hover over theicon (i.e, the
wrench icon) to view the dsconfi g command.

The Description column provides a brief description of the metric.
The Dimensions column displays the type of data on the chart.
The Statistics column displays the type of measurement taken for the metric.
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Figure 6: Metric Documentation

The Metrics page also provides a Dimensions tab, showing the type of dimensions available for
a customized chart.
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hitps://server.example.com:8443/docs/metrics/dimensions.html

.,

Dimensions

WnboundiD

Name Description

Values

aggregation-level Aggregation Level for Metric Sample

the LDAP ops

appication-name Name of Connection Criteria (Application) that corresponds to
eration

backend Name of JE Database Backend

‘cache-name

dbvindex

do-op

db-schema

dotable

disic-device

Name of Gevice interface for specifc fie system. This name
wil uriquely identiy 2 single flesystem on the host

DNof in a Proxy server

Name of LDAP. operation

‘add, bind, compare, delete, extended, modty, modityn, search

extemal-instance Name of an extemal server

The cause of the garb:

garbage-collector Garbage colictor Used to perform the collection

garbage-collector-action  The action performed by the garbage collector

ldap-connection-handler  Name of a LDAP connection handler

dap-resuit Result of LDAP operation

attempt, fall, success

log-indextype Type of record that wil be retured from a log index

log-name Name of Server Log

mermory-pool The memory pool affected by the garbage collection

metric Name of metric. Thi
specific performanc

e is used 10 uniquely identify a
surement

Figure 7: Metric Dimensions Tab

About the Chart Builder Tool

The UnboundID Metrics Engine provides a Chart Builder user interface (UI) to preview and

customize any type of chart. Each chart is supported by underlying Velocity Template files that

generate the Metrics Dashboard on the UnboundI D Identity Broker.

The Chart Builder tool ( chart - bui | der. vm) is shipped with the UnboundID Metrics Engine

distribution and is enabled by default at the following URL (after you have installed the Metrics

Engine):

https://<nmetrics-engi ne- host >: <port>/vi ew chart - bui | der

Once you have launched the Chart Builder tool, you will see aweb page that alows you to
configure the specific metric chart that you want to track. Y ou can adjust the chart parameters
to suit your tastes and deployment, then you can simply copy-and-paste the generated Chart

Properties, shown on the bottom left of the page, into your own propertiesfile. The instructions

on how to customize a chart is presented at To Create a New Dashboard Chart Definition on

page 57.

Table 6: Chart Builder Parameters

Parameters

Description

Metric Group

Selects a specific group of metrics to be considered for

charting.

Metric Displays the specific metric. If you open the drop-down list
and hover over a metric, you can view a description of the
particular metric.

Pivot Splits the chart result into multiple series based on the

pivot dimension chosen.

Dimension Filter

Filters the data based on the dimension(s) entered.

Statistic

Displays the type of "measurement” that may exist for
each metric. For example, each response-time sample
contains:
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Parameters

Description

O # of operations (count)
O average time-per-op (average)
O histogram-of-operation-time (histogram)

On a per-sample basis, the Metrics Engine stores the
following: count, average, minimum, maximum, and
histogram. Any metric can have all five statistics but not all
statistics are equally valuable. Note the following points:

O The minimum and maximum statistics may be of
limited value, because as you time-average them,
they go to extremes (min of minimums and max of
maximums).

O The count and histogram statistics have high fidelity
over time because they time-aggregate perfectly.

0 The average statistic loses fidelity over time, because
as the time-window for averaging gets larger, the
highs and lows get clipped.

You must determine the applicability of these statistics for
your particular chart.

Number of Points

If the number of points is set to 1, all chart types, except
time series, may be used. If the number of points is > 1,
then only time series charts may be used.

Chart Type

Displays the chart based on the type:

Area Time Series

Bar Chart

Column Chart

Pie Chart

Stacked Bar Chart
Stacked Column Chart
Time Series

Oooooogoao

Chart Properties

Displays the generated chart properties for your
customization. You must then manually copy-and-paste
these properties into your properties files.

For example, in the figure below, the Metric Query Qualifier Count metric is selected to display
an aggregated set of query results to monitor the backend servers. Each set has a unique set of
datafor each dimension in the query. If you select the "metric" pivot and hover your cursor over
a specific point on the graph, you can see the set of dimensions in the query.
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e FH- Google.
= e

Chart Builder #

Metric Query Qualifier Count

Sep.03 2013, 04:0224 Pl
throughput : 0.08

monitor-import-samele-count: 047

throughput : 14255
—_— e DN =

Chart Properties

display.height=400
display.width=600

querytop-n=10
query.start-time=-dw
query.end-time=-1m

Figure 8: Chart Builder Pivot Metric View

Dimension Filter

Statistic
default i
Number of Points
2 El
Ghart Type
Time Series |

Y ou can filter the set of dimensions using the Dimension Filter field on the right of the chart.
For example, if you enter "metric:throughput, response-time," you can filter out the other
dimensions to only show the throughput and response-time series. Compare the chart above with
the one below, you can see that the dimension filter allowed two of the data seriesin the upper
chart to remain. Again, if you hover your cursor over some point, you can see the dimensions

and their values for that sampling point as seen below.

Metric Query Qualifier Count

6. hug 2.5 9.5 1656

Chart Properties

query.start-time=-d4w
query.end-time=-1m
query.pivot=metric

Metric Group

Metric Query -l
Metric.

Metric Query qualifier count  ~|
Pivot
() instance

@ metric

Dimension Fiter
metric:throughput response-time
Statistic

default =
Number of Points
2 |
Chart Type
Time Series |

Figure 9: Chart Builder Dimension Filter
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Chart Builder alows you to view the metrics datain a variety of different formats, depending
your requirements. For example, if you set the number of pointsto "1" and remove the
dimension filter, you can change the chart type to "Area Time Series' on the Chart Type drop-
down list (shown below).

_ Note: If the Number of Pointsfield is set to any value other than 1, atime
0 series chart is produced. Y ou must choose "1" point to try charts other than
the Time Series chart.

Ghart Builder #
Metric Group
Metric Query K|

Metric Query Qualifier Count
Metric

Metric Query qualifier count  ~|

Pivot
instance

@ metric

Dimension Filter

Statistic
defauit i

Number of Points
i ]

Chart Type

| Area Time Series M|

metric

Chart Properties

query.metric-id=metric-sample-query-qualifier-count

display.chart-type=areaspline

Figure 10: Chart Builder Area Time Series View

The Chart Type drop-down list also provides options to change the chart type to a Bar Chart
(shown below) or a Stacked Bar Chart (not shown).
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Chart Builder #

host-system-disk-queue-
length
host-system-disk-read-
mbytes

host-system-net-read-
metric-sample-query-
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metric-sample-query-
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metric-sample-query-read-

monitor-dbms-operation

monitor-import-sample-

Metric Query Qualifier Count

throughput

0 25 s0 75 100
Metric Qual

Chart Properties

query.metric-id=metric-sample-query-qualifier-count
display height=400
display.wicith=600
query.top-n=10
query.start-time=-dw
query.end-time=-1m
query.pivot=metric
query.max-intervals=1
display.chart-type:

Metric Group
Metric Query
Metric

Metric Query qualfier ount

Pivot
(0 instance
@ metric

Dimension Fifter
Statistic

default |
Number of Points

1 |
Chart Type

Bar Chart

Figure 11: Chart Builder Bar Chart View

Y ou can change the chart type to a Column Chart (shown below) or a Stacked Column Chart

(not shown).

UnboundlD  Metrics Engine

Chart Builder #

Metric Query Qualifier Count
150

I
3
H

metric

Chart Properties

query.metric-id=metric-sample-query-qualifier-count
display.heig!
display.wicith=600
query.top-n=10
query.start-tim
query.end-time=-1m
query.pivot=metric
query.max-intervals=1
display.chart-type:

-aw

Metric Group
Metric Query
Metric
Metric Query qualfier count

Pivot
() instance

& metric
Dimension Fitter
Statistio

default |
Number of Points.

1 4
Chart Type

Golumn Chart

Figure 12: Chart Builder Column Chart View

Y ou can also change the chart typeto a Pie Chart.
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UnboundiD ~ Metrics Engine

Chart Builder #

Metric Query Qualifier Count

Dimension Filter

throughput —| Statisto
default M

Number of Points.
1 |
Chart Type
Pie Chart |

Chart Properties

etric-sample-query-qualifier-count

query.to
query.start-time=-dw
query.end-time=-1m

Figure 13: Chart Builder Pie Chart View

Or, you can change the chart type to a Time Series chart.

Chart Builder #
Metric Group
Metric Query ]

Metric Query Qualifier Count )
Metric

12
Metric Query qualifier count |

} | Statistic
| defauit -

Number of Points

R SARIL w
U \ ‘|‘ | LJ U Chart Type

o . Time Series. -l

Figure 14: Chart Builder Time Series View

The Chart Builder tool also provides an editor to customize the number of displayed series, the
time line and range for each series as well as customizable chart labels and colors. If you click
the Chart Builder icon (i.e., the wrench icon), you can make more customizations to your default
chart. The following image shows the Chart Builder Editor page and its fields.
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Chart Builder #

Instance
Al

Time Range
© | 4Weeks

Start Time

D | 2013-08-22T00:00

Title

X-Axis

Series Color Override

Legend Vertical Alignment

Default

Series Name Override

e FH- Google.
= e

Series Limit
||| Tp10 -l
Time Offset (from Now)
|| [ 1minue -l
End Time

2013-09-22T00:00

Sub Titie
Y-Axis
Show Legend

Legend Horizontal Alignment

| Defautt -l

Series Colors

-]

Figure 15: Chart Builder Editor

Y ou can edit the chart title, add a sub-title, and label the X-Axisand Y -Axis. For example,
change the chart title to "Thr oughput & ResponseTi nme," add a Sub Title "For Al I

I nst ances," label the Y-Axis as"Metric Qualifier Count" and click the Show Legend box to
show a description of the displayed metrics.

UnboundlD  Metrics Engine

Chart Builder #

Instance

Al

Time Range
© | 4Weeks

Start Time

D | 2013-09-22T00:00

Title

X-Axis

Series Color Override

Legend Vertical Alignment
Defauit

Series Name Override

‘Throughput & Response Time

Series Limit

|| Topt0 -l
Time Offset (from Now)

< tminwe =]
End Time

2013-09-22T00:00

Sub Title

For All Instances
Y-Axis

Metric Qualifier Count
Show Legend
@

Legend Horizontal Alignment

| Default =

Series Golors

Figure 16: Adding a New Title, Sub-Title, Axis Labels & Legend

After you click the Apply button, the resulting changes appear on the chart.
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Chart Builder #

Metric Group
Metric Query -l

Throughput & Response Time [~ response-time |
For All Instances - throughput
200 S Metric Query qualifier count  ~|

Metric

Pivot
[ instance

150 @ metric

Dimension Fiter
metric:throughput response-time

100
ww Statistic

default |

Metric Qualifier Count

Number of Points
2 ]
Chart Type

g ‘Time Series |
6. ug 2.5 9.5ep 16.5ep & g

Chart Properties

display.height=400
display width=600

querytop-n=10

query.start-time=-4w

query.end-time=-1m

display.title=Throughput & Response Time
display.sub-title=For All Instances
display.y-axis-titie=Metric Qualifier Count
displayshow-legend=true

query.pivot=metric
query.dimension=metric:throughput,response-time

query.max-intervals=25

Figure 17: Adding a New Title, Sub-Title, Axis Labels & Legend Resulting Page

Y ou can customize the color of the given chart series line by using the "<dimension-
name>=#<Hex RGB Color>" format in the Series Color Override field. For example,
change the color of the throughput line from the default maroon color to red (i.e.,

t hr oughput =#f f 0000) in the Series Color Override field. The hover text for that particular
dimension also changes to the specified color. The result is shown after the following figure.

UnboundID  Metrics Engine

Chart Builder #

Instance Series Limit
Al || Tept0 i
Time Range Time Offset (from Now)
©  4Weeks || 1 minute M|
Start Time End Time
O | 2013-09-22T00:00 2013-09-22700:00
Title Sub Title
‘Throughput & Response Time For All Instances
X-Axis Y-Axis

Metric Qualifier Count

Series Color Override Show Legend
throughput-#0000 o
Legend Vertical Alignment Legend Horizontal Alignment

Default || | Default -l
Series Name Override Series Colors

Figure 18: Series Color Override
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Chart Builder #
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Figure 19: Chart Builder Series Color Override Resulting Page

The Series Name Override field allows you to change the series label. For example, you
can change the throughput series to "DS-Throughput" and the response-time seriesto "DS-

ResponseTime" by entering "t hr oughput

in the Series Name Overridefield.

Metrics Engine

Chart Builder #
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Al |
Time Range
© | 4Weeks =l
Start Time
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Title
‘Throughput & Response Time
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throughput=+#f10000
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Default
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Figure 20: Series Name Override

K

=DS- Thr oughput , r esponse-t i me=DS- ResponseTi ne"
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D Metrics Engine
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Figure 21: Chart Builder Series Name Override Resulting Page

The Series Colorsfield allows you to set up a pre-determined set of colors for each seriesline.
For example, you can enter the colors, green, fuchsia, blue and lime (#00ff00, #ff00ff, #0000ff,
#32cd32) in the Series Colorsfield. The resulting page is displayed in the next figure. Because
there are only two series lines, the first two colors, green and fuchsia, are used.

UnboundlD ~ Metrics Engine

Chart Builder #
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Time Range Time Offset from Now)
© | 4 Wesks | 1 minute -
Start Time End Time
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Default | Defautt =
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B

Figure 22: Chart Builder Series Colors
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Figure 23: Chart Builder Series Colors Resulting Page

After you have configured a specific chart to suit your taste, you can ssmply copy-and-paste the
chart propertiesin a properties file on the Metrics Engine. See the section on how to customize a
chart at To Create a New Dashboard Chart Definition on page 57.

About the Dashboard Files

Charts on the UnboundID Identity Broker Dashboard can be created using the Chart Builder
previewing tool to customize a particular chart that you want to change. The Chart Builder Tool
generates the parameters needed for administrators to copy-and-paste into a propertiesfile.

The propertiesfiles are located in the conf i g/ dashboar d of the Metrics Engine installation.
Although you can directly edit these property files yourself, we recommend that you use the
Chart Builder tool exclusively to customize your chart, and then copy the generated parameters
into the propertiesfile.

The following is a description of the files present in this directory:

In the config/dashboar d/charts directory:

» _chart-definition.template -- The propertiesfile for creating new chart definitions with
descriptions of the available parameters.

» .propertiesfiles-- The chart definitions that specify their parameter
values. These definition files are read in by the Dashboar dConf i gur ati on
Vel oci t yCont ext Provi der object and made available to the Velocity templates using the
$dashboar d. chart Defi ni ti onsByFi | eName acCeSSOr.
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In the config/vel ocity/statics directory:

js/dashboard.js -- Contains the reusable dashboard JavaScript logic. Thisfileis
customizable using an extension but should be used asis, out-of-the-box by most templates.

css/dashboar d.css -- The default dashboard templ ate styles.

vendor/highcharts-2.3.3/jghighcharts,js -- The Highcharts JavaScript charting package
used to render the charts.

In the config/velocity/templates directory:

broker-dashboard.vm -- The out-of-the-box Identity Broker Dashboard Vel ocity template.
chart_builder.vm -- The Chart Builder tool that constructs a chart.
_builder-user-input.vm -- Configuration controls used by the Chart Builder too.

_chart.vm -- The chart definition partial view Velocity template. Thisfile is customizable
but should be used as is, out-of-the-box by most dashboard templates.

_user-input.vm -- Provides controls that affect all chartsin the Dashboard, unless a chart
specifically overrides the value.

About the Chart Properties File

The Identity Broker Dashboard uses a Vel ocity template (broker-dashboard.vm) and a set of

chart properties files to render the chart. When you use the Chart Builder tool to create your
metrics charts, the tool generates the corresponding properties for each customized item in your

chart, which you then copy-and-paste into your propertiesfile. If no values are specified, the

property will use a default value.

The propertiesin the chart definition file are broken into two groups:. properties that start with
"chart" affect the display of the data, and properties that start with "query" affect the metric
query.

Table 7: Default Dashboard Properties

Property Default Value

display.title Metric "short name display"

display.height CSS defined chart height

display.width CSS defined chart width

display.y-axis-title Metric count or value units

display.y-axis-min Auto-calculated value

display.y-axis-max Auto-calculated value

display.show-legend true/ f al se. Defaults to f al se for time intervals and
t r ue for category

display.line-type line, spline, area (time interval only). Defaults to spline.

query.metric-id Required. Displays the type of metric used for the chart.

guery.instance-type The product instance types to match. If not specified all

instance types are matched. To match more than one
instance type, specify this parameter multiple times. A
list of valid instance types will be returned in an error
message if an invalid value is provided.
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Property Default Value

guery-instance-group The product instance groups to match. If not specified all
instance groups are matched. This parameter is currently
not implemented.

query-instance-location The product instance locations to match. If not specified
all instance locations are matched. To match more than
one location, specify this parameter multiple times. Valid
locations are contained in the location attribute of the
result from resource InstancesResource.

guery.instance-hostname The product instance hostnames to match. If not specified
all instance hostnames are matched. To matched more
than one hostname, specify this parameter multiple times.
Valid hostnames are contained in the hostname attribute
of the result from resource InstancesResource.

guery.instance-version The product instance versions to match or null to match
all instance versions. Valid version strings are contained
in the version attribute of the result from resource
InstancesResource.

query.instance The specific product instance IDs to match. If not
specified all instances are used. Valid instance IDs are
contained in the id attribute of the result from resource
InstancesResource.

query.start-time Start time relative to the query.end-time. Format is -
NmhdwiVy (e.g., -2h starts two hours from the end-time) or
absolute in 1ISO8601 format YYYY- MVt DDThh: mm ss
(where fields at the right are optional)

query.end-time End time relative to the current time. Format is -
Nmhdwiy (e.g., -2d starts two hours ago) or absolute as
described inquery. start-ti me.

guery.max-intervals An integer that specifies the maximum number of time
intervals to include in the result, which controls how much
time each data point in the result represents.

query.statistic Defaults to the primary statistic for the metric (typically
average or count)

query.dimension Chart dimension. For example, application-name:SSO
Application,ERP Application

query.pivot instance, histogram, or dimension name

query.top-n An integer limit on the number of data series in the chart.

Positive values will limit the results to the series with the
N largest average value, negative values will be limited to
the N smallest.

To Create a New Dashboard Chart Definition

For this example procedure, it is assumed that you have properly installed an UnboundI D
Metrics Engine and UnboundID Identity Broker and its backend external servers.

1. Open abrowser and go to: https:.//<metrics-engine-host>:<port>/docs/doc-index.html

2. On the Metrics Engine Documentation page, click the Metric Documentation link, and select
ametric to chart, or click the Metrics Engine Chart Builder tool to create a chart.

3. On the Chart Builder tool, configure your chart to meet your requirements. Once you are
done, make note of the Chart Properties on the bottom left of the page. Y ou will need to
copy-and-paste these properties into a propertiesfile.

4. Create a properties file and copy-and-paste the Chart Properties on the Chart Builder
page into the file, and then save the file with a descriptive name, for example, ny-
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chart. properties. The property file directly correlates the listed parameters to the Metrics
Engine REST API Dat aSet Resour ce. get Dat aSet method, which is accessed via GET
a"/metrics/{netric-id}/dataset". If novaluesare specified for a property, then the
default values will be used. If you want to exclude a parameter, use IGNORE as avaue (e.g.,
di spl ay. title=l GNORE). Only thequery. netric-id property isrequired.

query. metric-id=netric-sanpl e-query-qualifier-count

di spl ay. hei ght =400

di spl ay. wi dt h=600

query. top-n=10

query.start-time=-4w

query.end-tinme=-1m

di spl ay.title=Throughput & Response Ti ne

di spl ay. sub-title=For Al |nstances

di splay.y-axis-title=Metric Qualifier Count

di spl ay. seri es- col or - map=t hr oughput =#f f 0000

di spl ay. show | egend=t r ue

di spl ay. seri es- nane- map=t hr oughput =DS- Thr oughput , r esponse-t i me=DS- ResponseTi ne
di spl ay. seri es- col or s=#008000, #f f 00f f, #0000f f , #00f f 00
query. pivot=nmetric

qguery. di mensi on=netric:t hroughput, response-ti nme

query. max-interval s=25

Note: All editsto existing files may be overwritten in future upgrades. To

" ensure your edits are preserved, create new files with the prefix "my_".

. Changeto the<server-root >/ confi g/ vel oci ty/tenpl at es directory, and copy the

br oker - dashboar d. vmfile to ny- br oker - dashboar d. vm Modify the following section by
adding your file reference. For multiple charts, you can remove the comments and add your
chart name to the $i ncl udedChart s list. For this example, add a single chart definition after
the #end statement shown below:

##

## Only include the charts we want to render...

##

#set ($includedCharts = ["oauth-token-request", "oauth-exceptions", "oauth-grant-

type", "my-chart"])

#f oreach( $chartDefinitionFileNane in $includedCharts )
# set($chartDefinition =
$dashboar d. chart Defi ni ti onsByFi | eNane. get ($chart Defi ni ti onFi | eNane))
# parse("_chart.vnt)
#end

set ($chartDefinitionFileName = "ny-chart")
set ($chartDefinition =

$dashboar d. chart Defi ni ti onsByFi | eNane. get ($chart Defi ni ti onFi | eNane))
parse("_chart.vnl')

. Changethe dashboar d_ur | property on the Broker Admin Console web application to

reflect the new template name from step 3.

$ bin/dsconfig set-web-application-extension-prop \
- - ext ensi on- name Broker - Adm n- Consol e \
--set dashboard-url: https://exanpl e.com 8443/ vi ew ny- br oker - dashboard

. If you make more changes, rel oad the Dashboard page to see the changes. Y ou do not haveto

restart the server for the changes to take effect.
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Testing the Dashboard Changes

After you make editsto the chart definition files and the dashboard template file, you can
quickly test your changes using a browser. Open a browser and point to URL:

https://<nmetrics-engi ne>: <https-port>/view <tenpl ate-fil e- name>

The URL renders the dashboard in a browser (where <t enpl at e- i | e- name> does not
include the . vmfile suffix). This approach allows testing of new charts and chart options
without impacting the dashboard currently used by the Identity Broker Console web app,
assuming <t enpl at e- fi | e- nane> iS not the same template referenced in the dashboar d- ur |
configuration property for the web app.
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Chapter
4 Data Collection and Metrics

This chapter describes how datais collected, how to tune the data collection, and how to access
the data.

Topics:

« Overview of Metrics Concepts

* Overview of Query Concepts

* About the Data Collection Process

e About the Collection of System Monitoring Data
» About Monitored Server Clock Skew

e Tuning Data Collection

* About Data Processing on the Metrics Engine

* Accessing Monitoring Data

» Monitoring Service Level Agreements
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Overview of Metrics Concepts

A metric corresponds to a single measurement made within the server. The Metrics Engine
collects three types of metrics:

» Count metrics. These metrics represent the number of times a specific event happens within
the server. Examples of count metrics include number of LDAP operations performed,
network packets received, or new connections established.

» Discrete metrics. These metrics correspond to measurements that have both a value and
aweight. For exampe, the duration of an LDAP operation or the average duration of a
checkpoint.

« Continuous-valued metrics. These metrics measure things that always hae avalue.
For example, these metrics include the amount of free disk space, the current number of
connected clients, and the number of operations pending in the work queue.

Each metric collected by the Metrics Engine is of only one of these types, and the typeis
determined by what is measured and how it is measured. The statistics that can be applied when
reading values depend on the metric type. Only count statistics are available for count metrics.
Discrete metrics have count, average, and histogram statistics available, which expose a count
of the values broken down into bucket ranges. Average, minimum, and maximum statistics are
available for continuous-valued metrics.

The metric type aso plays arole in how samples are aggregated. Aggregation occurs when
multiple metric samples taken over time are collapsed into a single sample.

About Analyzing Aggregated Data

We think of metrics as having dimension because the dimension are a convenient way to
organize the fact that a single metric may have several different values at the same time.

Another way to think of the sample datais as independent data values, where each valueis
associated with exactly one set of dimensions. It can be more convenient to examine the data
with certain dimensions aggregated, rather than pivoted or split. The aggregation helps usform a
more simplified mental image of the data, which in turn helps us understand it more quickly.

Because the sample data stored in the DBMS is actually unaggregated, we need to understand
the mathematics of aggregation. The following table shows data for a one-dimensional example:

Table 8: Example One-Dimensional Data

Dimension TO T1 T2 T3 T4 T5 T6 T7
Value

a 5.0 5.0 51 5.2 51 5.2 51 NaN
b 5.0 5.0 NaN 5.2 51 5.2 51 NaN
c 5.0 5.0 51 5.2 51 5.2 51 NaN
d 6.0 6.0 6.1 6.2 51 6.2 6.1 NaN
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If we aggregate dimension value (a:d) at time TO, we get different values depending on what
statistic we request:

M NI M M aggr egat e((a: d) @0) == 5.0

MAXI MUM aggr egat e((a: d) @o0) == 6.0

AVERAGE( aggr egate((a: d) @0) == 21.0/4
COUNT(aggregate((a:d)@o) == 21.0

If we aggregate dimension value (a:d) at time T2, we get different values depending on what
statistic we reguested:

M NIM M aggregate((a:d)@2) == 5.1

MAXI MUM aggregate((a:d)@z2) == 6.1

AVERAGE( aggr egat e((a: d) @2) == 16.3/3
COUNT(aggregate((a:d)@2) == 16.3

Note that the NaN values do not count as a zero, so missing data does not adversely affect
aggregation. However, the COUNT statistic looks very different at T2 than it did at TO, even
though the raw data only changed by 25%.

If we aggregate dimension value (a:d) at time T7, we get different values again. Here, we have
no data to work with, so the aggregates are all NaN.

M NI M M aggregate((a:d) @7) == NaN
MAXI MUM aggregate((a:d) @7) == NaN
AVERACE( aggregate((a:d)@v7) == NaN
COUNT(aggregate((a:d)@v) == NaN

The second axis of aggregation is across time. Normally, you would not think of time as an
aggregation, but the DBM S only contains four different time resolutions for the samples. So,
unless you want one of those four resolutions, you have to aggregate time. Using the same data
as above, we aggregate time into two samples, such that TO-T3 are sample 1 and T4-T7 are
sample 2. We will not aggregate by dimension. The results are given in the following table.

Table 9: Example Time Aggregation Data

Dimension Value S1 S2

a 20.3/4 15.4/3
b 15.2/3 15.4/2
c 20.3/4 15.4/3
d 24.3/4 17.4/3

Note how again the NaN values do not affect the computations, and that the time aggregation is
alwaysthe average of all actual values.

Next, we aggregate over time where the samples do not fit evenly into the new timeintervals. In
this example, we aggregate our eight time intervalsinto three as follows:

TO0,T1,T2 -> Sl
T3, T4, T5 -> S2
T6, T7 -> S3

The resulting aggregation follows.

Table 10: Aggregating Over Time with Uneven Samples

Dimension Value S1 S2 S3
a 15.1/3 15.4/3 51
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Dimension Value S1 S2 S3
b 10/2 15.5/3 5.1
c 15.1/3 15.5/d 5.1
d 18.1/3 17.5/3 6.1

However, the results can be skewed if you have an outlier value in the wrong place. If the
dimension value d at time T6 was 1.0, then the dim value d at sample time S3 would be 1.0
because it would not have any other data to average with.

Averaging that occurs during aggregation can result in misleading data when taken out of
context. Generally, it is not wise to aggregate the raw data, isolate a single point in the aggregate
results, and draw any conclusions. An outlier value in an aggregate should be examined along
the different pivot dimensions before you can infer real meaning from the data, as missing data
can influence the aggregates.

About the Types of Metrics

A count metric indicates the number of times a specific event happens within the server.

The exact length of the measurement interval is not important. For example, the number of
packets received on a network interface during a measurement interval is a count metric. Each
measurement returns the count of the number of packets received during that measurement
interval only. The sample contains the number of occurrences, whether the measurement interval
is 5 seconds or 2 minutes. Another example of a count metric isthe number of megabytes of
data written to a disk device during the measurement interval. Using the COUNT statistic when
querying for a count metric will return the sum of the counts. If the query has a time-based
pivot, then it returns the sum of the counts split into time quanta. Count metrics can often be
converted into arate. Using the examples above, the per-minute rates would be packets per
minute and Megabytes per minute, which ensures that the time quant is 1 minute in duration.

A continuous metric is a measurement of a value where the thing being measured always has a
valid value at each measurement point. For example, CPU percent busy is a continuous metric;
for every sample interval, avalid CPU percent busy measurement can be taken. A continuous
metric differs from a count metric in that you cannot sum continuous metric samples across time
in ameaningful way. For example, if was have a 1 second measurement of CPU percent busy
and the CPU is 25% busy for 10 seconds, summing these samples would show the CPU is 250%
busy, which is not meaningful. Instead, continuous metric samples use average, minimum,

and maximum statistics. If you want to know how busy the CPU has been since midnight, you
average, rather than sum, the samples since midnight.

A discrete metric is a measurement that has both avalue and aweight. A value with a higher
weight means more samples within the sample period for that value. A discrete metricis
analogous to aweighted average and requires that multiple measurements be taken within
asingle sample interval. For example, response timeis a discrete metric, where the actual
response time of each LDAP operation is averaged and the number of LDAP operationsis
provided as the weight. Discrete metrics are different from continuous metrics because each
measurement is weighted. If no LDAP operations occursin asample interval, the value would
be zero and the weight would be zero.

Some continuous and discrete metrics may aso report a minimum/maximum value if the
measurement is composed of multiple sub-measurements. The minimum/maximum values are
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aggregated by averaging rather than using a min()/max() function, so the aggregated values do
not automatically push to the extremes but rather reflect the median of the minimum/maximum
values.

Some discrete metrics may also convey histogram data. Histogram data represents an additional
set of measurements that take individual measurements and place them into buckets, where
each bucket is defined by a value range. The Metrics Engine supports histograms with up to 15
buckets. Histogram valued samples are unigque because they give a picture of the distribution
of the values, and because they more precisely answer the question of "How many samples
are greater than X?'. When multiple measurements are reduced to a single number (average),
then the sample value distribution islost. Thisloss occurs at the fine-grained measurement
level, and during time-based aggregation. However, a histogram representation does not lose
the distribution information. Histograms can be added over time so that we can always answer
the question "How many samples are greater than X?' exactly (if the value of X isahistogram
bucket boundary).

About Dimensions

Dimensions provide a means of aggregating and subdividing metric sample valuesin away that
logically follows what is actually measured. For example, metrics that measure disk activity
have adi sk- devi ce dimension. Aggregating on the di sk- devi ce dimension shows the average
disk activity for al disks, where pivoting (splitting) by the di sk- devi ce dimension shows the
activity for specific disks.

Every metric hasalogical i nst ance dimension, which corresponds to the server that the sample
was created on. Beyond that, each metric may have up to three dimensions, which are defined in
the metric definition.

For example, the sync- pi pe- conpl et ed- ops metric has two dimensions, the pi pe- name and
pi pe-resul t. Thepi pe- nare isthe name of the sync pipe as configured on the UnboundI D
Synchronization Server. The pi pe-resul t isone of the following set of values:

exception

failed
failed-at-resource
failed-during-mapping
match-multiple-at-dest
no-match-at-dest
already-exists-at-dest
no-change-needed
out-of-scope

success
aborted-by-plugin
failed-in-plugin

O oOoooooooooao o

At each measurement interval for each sync pipe on each sync server, there will be avalue for
each of the pi pe-resul t values. So, for asingle Synchronization Server with two sync pipes,
pipe-one and pipe-two, the samples generated for each sample period look like the following.
Note that the timestamp is constrained to time-only for brevity.
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08: 15: 05, sync-pi pe-conpl et ed- ops, pi pe-one, exception

08: 15: 05, sync-pi pe-conpl et ed- ops, pipe-one, failed

08: 15: 05, sync-pi pe-conpl et ed- ops, pi pe-one, failed-at-resource

08: 15: 05, sync-pi pe-conpl et ed- ops, pipe-one, fail ed-during-nmappi ng
08: 15: 05, sync-pi pe-conpl et ed- ops, pipe-one, match-multiple-at-dest,
08: 15: 05, sync-pi pe-conpl et ed- ops, pi pe-one, no-match-at-dest,

08: 15: 05, sync-pi pe-conpl et ed- ops, pi pe-one, already-exists-at-dest,
08: 15: 05, sync-pi pe-conpl et ed- ops, pi pe-one, no-change-needed

08: 15: 05, sync-pi pe-conpl et ed- ops, pi pe-one, out-of-scope

08: 15: 05, sync-pi pe-conpl et ed- ops, pi pe-one, success,

08: 15: 05, sync-pi pe-conpl et ed- ops, pi pe-one, aborted-by-plugin,

08: 15: 05, sync-pi pe-conpl et ed- ops, pipe-one, failed-in-plugin,

08: 15: 05, sync-pi pe-conpl et ed- ops, pipe-two, exception

08: 15: 05, sync-pi pe-conpl et ed- ops, pipe-two, failed

08: 15: 05, sync-pi pe-conpl et ed-ops, pipe-two, failed-at-resource

08: 15: 05, sync-pi pe-conpl et ed- ops, pipe-two, fail ed-during-nmapping
08: 15: 05, sync-pi pe-conpl et ed-ops, pipe-two, match-multiple-at-dest,
08: 15: 05, sync-pi pe-conpl et ed- ops, pi pe-two, no-match-at-dest,

08: 15: 05, sync-pi pe-conpl et ed-ops, pipe-two, already-exists-at-dest,
08: 15: 05, sync-pi pe-conpl et ed- ops, pi pe-two, no-change-needed

08: 15: 05, sync-pi pe-conpl et ed- ops, pi pe-two, out-of-scope

08: 15: 05, sync-pi pe-conpl et ed- ops, pi pe-two, success,

08: 15: 05, sync-pi pe-conpl et ed- ops, pipe-two, aborted-by-plugin,

08: 15: 05, sync-pi pe-conpl et ed- ops, pipe-two, failed-in-plugin,

ORNRRPROORMARNOWORRRLRRPOOWRRNRE

First, we compare how busy pipe-one is compared to pipe-two by pivoting on pi pe- nare. We
do not pivot on pi pe-resul t, alowing all twelve results to aggregate to asingle value. This
results in the following:

pi pe-one 141
pi pe-two 239

However, failures would get double-counted, once in the failed result and again in the specific
failure mode. So, we can filter specific dimension values into the result by considering only
sampleswith success or f ai | ed pipe-result valuesin the aggregation. Thisresultsin the
following:

pi pe-one 132
pi pe-two 226

These values provide the real sync pipe operation count. Next, we can pivot by pi pe-resul t,
not pi pe- nane, to get a set of counts that show the distribution of the counts of the specific error
types, as well as the success and failure. This data provides a quick way of ng the kinds of
problems being encountered by the sync pipes.

The dimensions give us away to pivot or aggregate along a metric-specific axis. All metrics
have thei nst ance pivot and thet i ne pivot. Metrics that support the histogram statistic can also
have ahi st ogr ampivot. The following diagram illustrates a response time histogram pivot.
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Response Time - Pivot By Histogram
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Figure 24: Pivot by Histogram

A time pivot allows the results to show time as a dimension, which breaks the samples that
correspond to the requested time range into time quanta. Commonly, you specify N samples
acrossrange R, filling in atime-series chart that shows the metric value as a function of time.
The following diagram illustrate a response time pivot by time.
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Figure 25: Pivot by Time
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An instance pivot allows the results to be pivoted, or split, by server instance, allowing us to
compare servers against each other. We can see how busy each server's CPU is by looking at the
host - syst em cpu- used With an instance pivot. The following diagram illustrates response time
pivoted by time and instance.

Response Time - Pivot By Time And Instance

0 DA o

=
o e H H i i - directory 1
218 directory-16

19:45 1950 19:55 20:00 20:05 2010 2015 20:20 20:25 20:30 20:35 20:40

Figure 26: Pivot by Time and Instance

A histogram pivot requires a metric that supports the histogram statistic, and discriminates the
results by histogram bucket boundaries. For example, LDAP response time with a histogram
pivot shows how many LDAP operations fell into each of the histogram buckets. The following
diagram illustrate throughput pivoted by time, instance, and application.
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Throughput - Pivot By Time And Instance And Application
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Figure 27: Throughput Pivot

Overview of Query Concepts

A metric query consists of three components:

O The data used to calculate the query results
O The aggregation method used on the data to cal culate the query result

O Theformat of the query result

The remainder of this section describes each of these components in more detail.

Selecting Query Data

The data used to generate the results of a metric query are driven by the following factors:

Metric and statistic

Timerange

Server instances included in the result (optional)
Included dimension values (optional)

Histogram range (optional)

O oo o g

Every query returns results for a single statistic, such asthe average, and of a single metric, such
as response time.

A query must include the time range used to generate the results. Time ranges can either be
absolute dates (in 1SO-8601 format) or relative dates (such as-30m). A relative start time offset
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isrelative to the end time. A relative end time offset is relative to the current time. When no end
time is specified, the server includes results up to the current time.

The time range and the desired number of points, if you have selected pivot by time, dictates
the resolution of data used to process the query. For example, the finest granularity of data, one
second resolution, is only kept for afew hours. It will not be used to satisfy a query spanning
multiple days.

By default, all server instances that produce the metric are used to calculate the query results.
However, the metric query can be restricted to one of the following:

0 A specific list of servers
0 Serversof agiven type, such asidentity data stores
0 Serverswithin a specific location

For metrics that include one or more dimensions, a query can be evaluated across a subset
of dimension values. For example, the results returned for the response-time metric can be
restricted to just the sear ch and nodi fy values of the op- t ype dimension.

For discrete-valued metrics that break their values down into histogram ranges, you can query
the count statistic applied to a subset of histogram buckets by specifying a minimum and/or
maximum histogram value. For example, a query on the response-time metric could return a
count of operations that took longer than 100 milliseconds.

Aggregating the Query Result

Y ou may want ametric query to return the full, raw data that matches the query parameters,

so that the server can aggregate metric results across time, server instance, dimension value, or
histogram value. The server aggregates results, except when the query indicates not to, by using
apivot. The mechanism for aggregating the data depends on the type of metric, as described
earlier. A pivot directs the query processor to not aggregate one component of the query data. A
pivot can be one of the following:

0 Time

0 Server instance

0 A specific dimension
0 Histogram buckets

Zero or more pivots can be specified in the query with the following results:

» If no pivot is specified, then the query returns a single number that represents the aggregation
of al matched data. For example, a query with no pivot might return the total number of
operations that have completed today.

e A single pivot results in one-dimensional data, such as atime-based chart with asingle line
or asimple bar chart.

» Using two pivots results in two-dimensional data, such as atime-based chart with a separate
line for each server instance, or a stacked bar chart that shows the number of completed
operations broken down by server and operation type.
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» Using three pivots resultsin three-dimensional data, such as a stacked, grouped bar chart that
shows completed operations broken down by server, operation type, and result.

Beyond aggregating multiple samples into one, the data returned by a metric query can be
further manipulated to make it more consumable by the client. For example, queries can be
scaled on the count statistic to return the count of events per second, per minute, or per hour.
Counts of histogram values can be returned by a percentage of the total. For example, instead
of returning the raw count of operations that took longer than 50 milliseconds to compl ete,
the results could be returned as the percentage of all operations that took longer than 50
milliseconds to complete. A value of 0.02% is more meaningful than a value of 40.

Formatting the Query Result

Thefinal step of query processing isto convert the results into the format requested by the
client. Results can be returned in one of the following formats:

0 A CSV spreadsheet

0 A PNG or aJPG chart
0 XML format

0 JSON format

About the Data Collection Process

The Metrics Engine polls all the monitored servers over LDAP to fetch alert, status, and
performance data. Status data indicates the most current status of each monitored server. Alert
datareflects the alerts emitted by each server. Performance data exposes the cn=noni t or entry
of each product server.

For a complete summary of the metrics and dimensions that can be exposed through the
RESTful Metrics API, see the reference files located in the docs/ net ri cs- gui de directory.
Most metrics have a count, minimum, maximum, and average.

The following sections describe the types of data collected in more detail.

About Performance Data

Performance data represents a majority of the data collected by the Metrics Engine. Depending
on how you configure the serversin your topology, each may produce hundreds of kilobytes of
performance data per minute, and the Metrics Engine stores performance data for 20 years. Y ou
must configure the volume of performance data collected by each monitored server so that the
Metrics Engine can keep up with the flow. Ideally, the amount of data captured has little to no
impact on the performance of the monitored system.

The performance data model is adimensional data model, meaning that a measurement may be
taken on multiple simultaneous values that are distinguished by dimension values. For example,
aresponse time metric provides the time in milliseconds it took a server to respond to an
LDAP request. This response-time metric has two dimensions: application name and operation
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type. The application name reflects the connection criteria of the request. The operation type
corresponds to the LDAP operation, such as add, bind, or search. So, if a server has 20 different
connection criteria, each response-time sample may have 140 different values, one for each of
the applications multiplied by the number of operation types.

The performance data captured on the monitored server has a record with the following fields:

Name Data Type Description

Timestamp Date Time of measurement, using clock on the monitored server
Metric String Name of metric

Dimension String[3] Values of dimensions 1 - 3

Count Int Number of measurements represented by this sample
Average Double Average value of this sample

Minimum Double Optional minimum value of this sample

Maximum Double Optional maximum value of this sample

Buckets Int[] Optional histogram data associated with this sample

When a performance record isimported into the Metrics Engine, it is normalized to reduce the
size of the record. The normalized record contains the following information in the Metrics

Engine:

Name Data Type Description

batchID Int The ID of the batch of data to which this record belongs

sampleTime Timestamp The time the sample was captured or equivalent information after
aggregation

metric_qual Int The ID of a structure that reflects the metric and all dimension values

definitionID Int ID of the histogram definition, if the data belong to a histogram-valued
sample

count Int Number of measurements represented by this sample

avg_val Real Average value for this sample

min_val Real Minimum value for this sample

max_val Real Maximum value for this sample

vall-15 Long Histogram bucket values

About the Collection of System Monitoring Data

All UnboundID servers have the capability to monitor the health of the server and host system
they run on for diagnostic review and troubleshooting. Initially, the servers do not collect any
performance data until they are prepared for monitoring by an UnboundID Metrics Engine using
the noni t or ed- servers add- servers tool or an administrator enables system health data
collection for real-time inspection and querying. At ahigh level, al of the important server and
machine metrics which can be monitored are available in the cn=noni t or backend.

i Note: Windows is not a supported monitoring platform. Host system
: monitor datais unavailable on Windows.
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The Stats Collector pluginisthe primary driver of performance data collection for LDAP,
server response, replication, local JE databases, and host system machine metrics. Stats
Coallector configuration determines the sample and collection intervals, granularity of data
(basic, extended, verbose), types of host system collection (cpu, disk, network) and what kind
of data aggregation occurs for LDAP application statistics. The Stats Collector plugin ensures
that an UnboundID Metrics Engine is able to gather all of the detailed datarequired for a
comprehensive diagnostic review.

The Stats Collector plugin relies exclusively on entriesin the cn=noni t or backend to sample
datausing LDAP queries. In order for real-time host system monitoring data to be present, the
Host System Monitor Provider populates the monitor backend with specific real-time attributes
about CPU and memory utilization. Y ou can also configure the Host System Monitor Provider
to collect real-time utilization data for specific disk subsystems and network interfaces on the
host. Configuration of the Host System monitor provider enables the low-level generation of
performance data through system-specific System Utilization monitor modules.

The System Utilization Monitors interface directly with the host operating system to gather
statistics about CPU utilization and idle states, memory consumption, disk input and output
rates, and queue depths, aswell as network packet transmit and receive activity.

Utilization metrics are gathered via externally invoked OS commands, such asi ost at and
net st at , using platform-specific arguments and version-specific output parsing.

Enabling the Host System monitor provider automatically gathers CPU and memory utilization
but only optionally gathers disk and network information. Disk and network interfaces are
enumerated in the configuration by device names (e.g., et ho or |0), and by disk device names
(eg., sd1, sdab, sda2, scsiO).

About the External Collector Daemon

The System Utilization monitor contains an embedded collector daemon that runs on systems
affected by a Java process fork memory issue, RFE 5049299 (i.e., when a process attempts

to fork a child process, Solaris attempts to alocate the same amount of memory for the child
process, which will likely fail when the parent process consumes a large amount of memory).
The embedded collector daemon is started automatically for the UnboundI D server viathe
startup script named _st art - col | ect or - hel per. sh. Thest art-col | ect or - hel per inspects
the Host System Monitor provider configuration to conditionally determine whether the external
daemon processis required.

Note: On Linux, no OS external commands are forked. Instead, the/ pr oc
| filesystem is accessed directly using file input/output to read the latest CPU,
memory, disk, and network /O data.

The external collector daemon operates by having an internal table of repeatable commands
that run on a schedule. The collector creates a simulated filesystem in the <server-root>/ ogs
directory for each command type so that the Host System Monitor Provider can find the output
of the most recently collected data. The <ser ver - r oot >/ | ogs directory is the default folder for
thesefiles.
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Note: You can override the default <ser ver - r oot >/ | ogs directory by
running the following command:
$ bin/dsconfig set-nonitor-provider-prop \

--provi der-name "Host Systent \
--set systemutilization-nonitor-1log-directory:/tnp

Commands that are repeated on an interval are executed on athread at a 2x interval sampling
rate. The filename of the output contains the sample timestamp, such asi ost at s- [ sanpl e-

ti mest anp] . Repeating commands use a subdirectory for each command type to keep results
isolated from other command types and to help organize file cleanup. If the collector daemon
failsfor any reason, the Host System Monitor provider is not left reading stale system data
because the expected timestamp files will be missing. To handle clock-edge timing, the monitor
sampler will also look for datain afilename of the previous second. Samples cannot be reused,
because timestamp files are deleted once their data have been collected.

The collector daemon runs with no inter-process communication. However the collector daemon
monitors a process PID file provided by the startup script and waits for the process PID fileto
be created and/or waitsfor an enpt y-fil e-to-acti ve process PID transition. Once an active
server process PID is acquired, the collector daemon monitors the contents of the process PID
file aswell asthe file's existence, to determine whether the UnboundID server is active. If the
process PID file is deleted, the process PID contained within the PID file changes, or the process
PID becomes inactive, the UnboundID server has stopped and the monitor daemon exits within
one second. The daemon also monitors the Host System Monitor provider configuration and
exits within one second if the provider is disabled in the server.

Because of the cooperative nature of the external collector daemon files and the output file
readers in the System Utilization monitor, the collector daemon can be safely killed by a system
administrator. If the collector daemon is terminated, host system machine diagnostic metrics are
not available for monitoring until the UnboundID server is restarted.

About Monitored Server Clock Skew

Correlating metric samples from multiple servers as a function of time requires that the
timestamp associated with each sample (which is provided by the monitored server) isin sync.
The monitored servers need to have their system clocks synchronized. The more time skew there
is between monitored servers and the Metrics Engine, the less accurate is the time correlation
across samples from different servers. If you have afive second spike in a metric on Server A
and asimilar six second spike on Server B, if the system clocks on Server A and Server B are
not synchronized, you will not know which camefirst or if they were truly concurrent.

The Metrics Engine does not actively do anything to help synchronize the system clocks, but
it does track that information and make it visible in the cn=Moni tored Server <server-
nanme>, cn=noni t or entry.

The system-clock-skew-seconds attribute indicates the difference between the Metrics Engine
system clock and the monitored server clock, in seconds. The larger this skew value, the less
precision you have when comparing changes in data across servers.
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Whileit is not necessary to keep the Metrics Engine clock synchronized with al of the
monitored servers, it can be convenient when issuing metric queries with time ranges specified
by offsets. Because the offset will computed using the Metrics Engine system clock, if this clock
isvery different from the monitored servers system clocks, then the start/end time of a metric
guery will not match the expected boundaries.

Tuning Data Collection

Collecting al of the performance data at the most granular level from all of the servers may not
be possible without a significant investment in hardware for the Metrics Engine. Instead, you
can tune your data collection to fit within the limits of your existing Metrics Engine hardware.
The remainder of this section describes several strategies for tuning data collection.

Reducing the Data Collected

Y ou may not require all of the metrics produced by the Metrics Engine. If not, tune the sets
of metrics collected by using the dsconf i g command-line tool to update the Stats Collector
Plugin'sent ry- cache property. For example, to omit all metrics related to the entry cache set
theent ry- cache-i nf o group as follows:

$ bin/dsconfig set-plugin-prop --plugin-nane "Stats Collector” \
--set entry-cache-info: none

Note: Thedsconfi g commands in this section are to be run on each
[ . . : :
monitored server, not necessarily on the Metrics Engine server.

The server collects information for eight different info groups. In this example, we set the
ent ry- cache- i nf o group to none, meaning that none of the metrics from that info group are
produced. Limit data collection to the devices of actual interest.

Reducing the Frequency of Data Collection

The monitored servers produce metric samples as quickly as every second, which is useful

for short-duration changes. However, these samples are less useful hours later, after the per-
second data is aggregated to per-minute data. The following example illustrates how to use the
dsconf i g tool to change the base sample production rate from the default of 1 second to 10
seconds.

$ bin/dsconfig set-plugin-prop --plugin-nane "Stats Collector” \
--set "sanple-interval:10 seconds"

This change reduces the total data volume by about 90 percent.
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Reducing the Frequency of Sample Block Creation

Y ou can also reduce the number of sample blocks processed by the Metrics Enginein agiven
time. By default, the monitored servers produce a new block of samples every 30 seconds.
Increasing this to 60 seconds, while reducing the Metrics Engine’ s polling rate to 60 seconds,
reduces the sample processing overhead. For example, you can change the frequency at which
the monitored servers create sample blocks using the following dsconfig command:

$ bin/dsconfig set-backend-prop --backend-nanme netrics \
--set sanpl e-flush-interval:60s

Reducing Metrics Engine Impact on Performance

The UnboundI D Identity Data Store, UnboundI D Identity Proxy, and UnboundID Identity Data
Sync servers al expose performance data through the cn=noni t or DN. Performance penalties
arise only when this datais read, either directly by an LDAP client, or by enabling either the
Periodic Stats Logger or Stats Collector plugins.

The Periodic Stats Logger plugin reads the configured monitors and writes the resulting values
to aCSV file that contains human-readable column titles and several value columns per line.
The output is suitable for human consumption, typically through a spreadsheet application.

The Stats Collector plugin al so reads the configured monitors and writes the resulting values to
aCsV file, but thisfileis made available for LDAP clients at the cn=net ri cs DN. The Stats
Collector CSV files are suitable for use by the Metrics Engine, and contain one metric value per
line.

If you do not want to monitor performance, you can disable both the Periodic Stats L ogger
(disabled by default) and the Stats Collector (disabled by default) plugins using dsconfig. Each
of these plugins adds an approximate 3% CPU utilization penalty, plus a negligible amount of
disk I/0 and VM heap usage.

For example, to enable the Stats Collector plugin, use dsconfi g asfollows:

$ bin/dsconfig set-plugin-prop --plugin-nane "Stats Collector" \
--set enabl ed:true

L Note: Thenoni t or ed- servers tool will enable the Stats Collector plugin
B on the monitored server.

About Data Processing on the Metrics Engine

When blocks of samples arrive at the Metrics Engine, they are queued on disk and loaded into
the database on a FIFO basis. Samples from a single server are processed in time-order, so that
sample blocks with older data are always processed before a sample block containing newer
data. The Metrics Engine does not do time-correlation between blocks coming from different
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servers. So, server A samples from 2 hours ago may be loaded immediately after server B
samples from two minutes ago. This flexibility allows different monitored servers to become
unavailable to the Metrics Engine, for example, by going off line, without affecting the overall
system monitoring. Also, a query for data from server A and B may return datafor server B but
not server A, until the data queued for server A has been collected and imported.

Note: Samples collected from the Metrics Engine itself are processed ahead

L. of all other servers.

Data Importing

The Metrics Engine polls all of the monitored servers at aregular interval, looking for blocks
of samples that have not aready been collected. When new samples are available, the Metrics
Engine fetches them via LDAP, queues them to disk, and adds an import record to the FIFO
import queue. The Metrics Engine has one dedicated thread draining the import queue, taking
each block of samples and converting them to the normalized form stored in the DBMS. The
import queue’ s size isnormally near zero, but under certain conditions it may become large.

For example, if amonitored server becomes unavailable for an extended period of time, perhaps
for severa hours, it will continue to queue blocks of sampleslocally. When it becomes available
again, the Metrics Engine collection poll of that server will capture hundreds or even thousands
of sample blocks. The Metrics Engine captures the sample blocks at a much faster speed than

it can import them, causing the queue to grow for a period of time. If the Metrics Engine is
stopped, this problem is compounded because all monitored servers will then have a backlog of
sample blocks to be imported.

When the Metrics Engine first starts, it will gueue (for import) all sample blocks still on disk.
All sample blocks on disk at server startup are first checked for maximum sample age. Blocks
that are older than two hours are discarded.

Data Aggregation

To maintain asize-limited DBM S while accumul ating data over a period of years, the Metrics
Engine aggregates data into four different levels. Each level contains data with lesstime-
granularity, but covering alarger period of time. Data is aggregated from a lower (greater time
granularity) to a higher level as soon as enough data for aggregation is available. For example,
the level 0 data has one second granularity, and the level 1 data has 1 minute granularity. After
level 0 has collected one minute’ s worth of data, the data from that minute can be aggregated to
level 1.

The monitored servers generate three types of metrics, and each type is aggregated differently:

0 Counts. Samples are aggregated by a sum of the values.
0 Continuous. Samples are aggregated by an average of the values.
O Discrete. Samples are aggregated by a weighted average of the values.
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To keep the data tables for each aggregation level at a constrained size, each aggregation level
has a maximum age for the samples. When the samples are older than this age, they are deleted

from the level. While aggregation occurs soon after the samples arrive in the level, pruning
occurs only after al samplesin ablock have passed their age limit.

The Metrics Engine attempts to collect data from all configured servers as efficiently as

possible. However, Monitored Server availability, DBMS backlog, and Metrics Engine load can
al cause the data pipeline to slow down. The data aggregation system is designed to correctly
handle gapsin the data.

The resolution of the aggregation levels cannot be changed, but you can configure the maximum
age of each level. The following table describes the aggregation levels:

Level Resolution Default Maximum Age Max Age
0 1 second 2 hours 48 hours
1 1 minute 7 days 34 days
2 1 hour 12 months 5 years
3 1 day 20 years 20 years

The raw data from the Metrics Engineisinitially put in level 0. After aperiod of time, the
newest datain level 0 is aggregated and put into level 1. This aggregation process carries on
up tolevel 3. To keep the DBMS at afixed upper bound, as the data ages out of each levd it is
deleted. Consider the following diagram. Note that the x-axis time scale is non-linear:

Level 3

Level 2

Level1

Level O

Now

. I I

2 hrs 5 days 10 months 20 years

Level 0 data holds the most recent 2 hours of data. When datain level O is older than 2 hours, it
is deleted. Because the datain the lower levels have greater time resolution, transient data issues
aremore visible in lower levels than in upper levels. The aggregation process results in a type of
averaging or data smoothing.
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A second feature of this type of aggregation isthat a gap exists between now and the newest
available datafor each level. This gap results from aggregation occurring on the boundary of
the time resolution of the data. Level 3 data has one day resolution, so the newest data point
it could have would need to aggregate an entire day’ s worth of data. If the aggregation occurs
a midnight, then at 12:01 AM, the level 3 datawould include yesterday. However, it will not
include today until after 12:01 AM tomorrow.

The pruning of datafrom each level can fall behind at times, so that a given level has more data
than it should. However, pruning occurs often enough to ensure that the storage for the data does
not grow without bound.

Accessing Monitoring Data

The Metrics Engine stores the data it collectsin aDBMS, accessed via JDBC. The default
configuration uses a DBM S server located on the same host as the Metrics Engine, with JDBC
access limited to loopback connections. Within the DBMS server itself, the Metrics Engine uses
adistinct database instance and distinct schema within the database. To access this schema, the
Metrics Engine usesa DMBMS user with rights to the specified schema. A user can access the
metric dataover an HTTP port using the quer y- net ri ¢ tool. Thistool uses the Metrics Engine
REST API, which is also available to custom applications

The data collected by the Metrics Engine does not contain any of the datain the LDAP entries

of the monitored servers, so there is no risk of customer data being inadvertently exposed. The
Metrics Engine does collect monitored server configuration data, most commonly exposed in the
dimension values.

Monitoring Service Level Agreements

The Metrics Engine provides the ability to aggregate and track performance data for one or
more service level agreements (SLAS). The server aggregates the data using an SLA object

that tracks the current and historical performance of LDAP operations (i.e., throughput and
response times) that are tied to specifically monitored applications. The SLA object consists of
atracked application name, one or more LDAP operations to be considered, a set of serversthat
contributes performance data to the SLA and optionally, thresholds to generate alerts should the
server exceed these limits.

Thresholds are optional configuration settings but are extremely useful in tracking server
performance when enabled. If athreshold is not configured, the performance datais not
monitored. Each threshold sets alimit that indicates a warning condition where the server's
performance is nearing the critical threshold limit and/or acritical condition where the server's
performance has exceeded the critical threshold value. Whenever the monitored server has
entered either the warning or critical state, or when it has returned to its non-alerted state, the
Metrics Engine generates an alert. The generated alerts are the same types as those created by
the Identity Data Store and |dentity Proxy servers and can be routed via the same configurable
mechanisms for SNMP and SMTP (viathe Alert Handler), such that a monitoring console or
administrator can be notified when the tracked application performance goes out of tolerance.
Although it is possible to gather this metric data using existing monitoring consoles, the SLA
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object provides an added advantage in that it can report the aggregate performance of all servers
involved, which is difficult to configure using external monitoring tools, since aggregate metrics
can come from multiple values across multiple servers.

The SLA object provides afew additional features that make monitoring application
performance a bit smpler.

Designating Serversthat Contributeto SLA Tracking. The SLA object includes a
reference to a Server Query component that is used to designate the monitored servers that
contribute to the SLA measurements. If your deployment has 10 Identity Data Store servers
and 3 Identity Proxy servers, but only five of Identity Data Stores are used to provide service
for atracked application, the SLA object can be configured to remember which servers are
involved.

REST API. The Metrics Engine provides a REST API that allows you to list configured
SLA objects and their current status, and to drill into any SLA object to get historical
performance data across any desired time range. The Metrics Engine REST API also allows
you to list alerts generated by SLA thresholds, blending the alert information with the
threshold information in away that gives amore contextual view of the tracked applications
performance during (plus before and after) the period when it exceeded its configured limits.

About the Monitoring Thresholds

The Metrics Engine uses a Monitoring Threshold mechanism that has two subcomponents that
you can select for your threshold configurations:

Spike Monitoring Threshold. Used to configure a set of operational performance limits
on a specific measurement where the limit is specified as a percent change from the most
recent measurement average value. The Metrics Engine continually monitors the specified
measurements and compares them to configured limits, producing aertsif the performance
limits are not met. A Spike Monitoring Threshold has warning and critical limits, and will
enter or leave an alerted state when the monitored value exceeds either of the limits. The
Spike Monitoring Threshold is configured with limits that are percentages of the recent
average value of the measurement, and is therefore useful when the valid range of the
measurement is not known in advance. This type of limit is useful in detecting short-term
changes in a measurement that fluctuates broadly over time. The limit is applied in both
positive and negative directions, so that this type of threshold can detect an upward or
downward spike in the value. The figure below shows an example of the spike monitoring
threshold, where the red line is the average throughput/second and the green lines are the
limits, showing the average window for the throughput.
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Figure 28: Spike Monitoring Threshold

Static Level Monitoring Threshold. Used to configure performance limits on a specific
measurement, where the specified limits are fixed values that do not change over time. The
Metrics Engine continually monitors the specified measurements and compares them to
configured limits, producing alertsif the performance limits are not met. A Static Level
Monitoring Threshold has warning and critical limits, and will enter or leave an alerted state
when the monitored value exceeds any of the limits. The Static Level Monitoring Threshold
is configured with static numeric limits, and is useful when the expected valid range of the
measurement is known in advance.
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Figure 29: Static Level Monitoring Threshold

The Metrics Engine periodically evaluates each Threshold, computing new valuesfor it's current
value, current average, and alerted state. The default evaluation period is 30 seconds, and it can
be changed using thet hr eshol d- pol | - f r equency property of the "Monitoring Configuration”
entry.

It isimportant to understand the timeline of the data used during the Threshold evaluation, so
that you can make sense of the delay between the time when a performance change occurs on
the monitored servers and when the SLA object reflects the change and alerts are subsequently
issued. Using the figure below, a Threshold is evaluated at time 'Now'. The most recent data that
Threshold usesis 1 minute old (i.e., Newest Data). Each Threshold evaluation requires at least

1 minute of new data (i.e., Minimum Data), so that at time 'Now' the Threshold is working with
data that is between 1 and 2 minutes old (between Minimum Data and Newest Data).

Decreasing thet hr eshol d- pol | - f requency S0 that Thresholds evaluate more frequently does
not change these data limits, the Metrics Engine only checks to seeif thereis sufficient data
more often. The 1 minute delay between 'Now' and 'Newest Data' is not configurable. This delay
ensures the Metrics Engine has had enough time to poll the monitored servers and get the most
recent data. The 1 minute delay between 'Newest Data’ and 'Minimum Data is configurable on
aper-Threshold basis for Spike-valued Thresholds using the aver age- val ue- wi ndow property,
but 1 minute is the minimum window. What this means from a practical perspectiveisthat the
time between when a monitored performance anomaly occurs on a monitored system, and when
an aert is created will be between 2 and 3 minutes.
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Figure 30: Threshold Time Line

Note also that, because the Metrics Engine can capture metrics data with avery finetime
resolution (1 second data is the default), the datais often very "noisy," meaning that thereisalot
of variation between samples. By default, the datais time-averaged (e.g., using 5 consecutive 1-
second samples to produce a single 5-second value), and time-averaging will ultimately reduce
the noise. However, "noisy" data can make it harder to choose an appropriate threshold limit
value. If the limit value is too close to the noise levels, the threshold will aert due to values that
have avery short time duration, which is usually not desirable or necessary.

To reduce the probability of afalse threshold alert due to a short data spike, each threshold
isconfigured with ami ni mum ti ne-to-trigger property, which determines the minimum

time allowed to exceed the threshold before an adert is generated, and ani ni nrum ti nme-t o-
exi st property that determines the time required for the threshold to exit an aerted state. The
following figure shows the low resolution response time monitoring for an LDAP operation.
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Figure 31: Response Time Monitoring - Low Resolution
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The Metrics Engine also provides the option to display a high resolution view for the response
time.
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Figure 32: Response Time Monitoring - High Resolution

To Configure a Service Level Agreement (SLA)

Before you configure your SLA object, you must have the Metrics Engine up-and-running

and monitoring your servers. The SLA object relies on existing performance metrics and only
aggregates the data for specific SLAs. Y ou can configure any number of SLA objects. For more
information, see the Metrics Engine Configuration Reference (HTML).

1. Usedsconfi g to create a server query that specifies which servers will contributeto SLA
monitoring. In this example, the command specifies the proxy serverslocated in Austin.

$ bin/dsconfig create-server-query \
--query-nane "Austin Proxy Servers" \
--set server-instance-type: proxy \
--set server-instance-location: Austin

2. Usedsconfi g to set up a static-level monitoring threshold called " 15ms response time."
The alert condition is set to "entry”, which means that the server will enter an aerted state
(al ert-condi tion: entry) and generate an alert if the server entersawarning state (al ert -
on-warn: true andwar n-i f - above: 12) or critical state (critical -i f - above: 15). When
the server leavesits aerted state, an alert will be generated indicating this condition (al ert -
condi ti on: exi t ). The minimum amount of time that the threshold can be exceeded before
an alert isgenerated is set to 15 seconds (i n-ti me-for-tri gger: 15s).

$ bin/dsconfig create nmoni toring-threshol d \
--threshol d-nane "15ns response tinme" \
--type static-level \
--set alert-condition:entry \
--set alert-condition:exit \
--set alert-on-warn:true \
--set min-time-for-trigger:15s \
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--set min-tinme-for-exit:15s \
--set warn-if-above: 12 \
--set critical-if-above: 15

3. Usedsconfi g to set up astatic-level monitoring threshold called "5k ops/sec.” The alert

condition is set to "entry”, which means that the server will enter an alerted state (al ert -
condi tion: ent ry) and generate an alert if the server enters awarning state (al er t - on-

war n: t rue and war n-i f - above: 4) or critical state (critical -if-above: 5). When the
server leavesits alerted state, an alert will be generated indicating this condition (al ert -
condi ti on: exi t ). The minimum amount of time that the threshold can be exceeded before
an alert isgenerated is set to 15 seconds (i n-ti me-for-tri gger: 15s).

$ bin/dsconfig create nmoni toring-threshold \
--threshol d- name "5k ops/sec" \
--type static-level \
--set alert-condition:entry \
--set alert-condition:exit \
--set alert-on-warn:true \
--set min-time-for-trigger:15s \
--set min-tinme-for-exit:15s \
--set warn-if-above: 4 \
--set critical-if-above:5

. Usedsconfi g to create an SLA that targets an SSO application and monitors the response

and throughput times for LDAP bind operations. The response time threshold is set to 15ms.

The throughput threshold is set to 5k operations per second. The targeted servers are the set
of proxy servers, located in Austin.

$ bin/dsconfi g creat e- | dap- sl a \
--sla-name "SSO Application” \
--set enabled:true \
--set "application-nanme: SSO Application" \
--set "response-timne-threshol d-nms: 15n8 response tinme" \
--set "throughput-threshol d- ops- per-second: 5k ops/sec"
--set |dap-op:bind\
--set "sla-server-query:Austin Proxy Servers"

Note: An SLA can be disabled, which prevents the Metrics Engine from

0w evaluating thre thresholds and generating aerts.
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Chapter
5 Accessing the Metrics Engine Data

The data collected by the UnboundI D Metrics Engine is available through two main interfaces,
the Metrics Engine RESTful API and the query-metric command-line tool. This chapter contains
information about how to use these tools to access your monitored data, including API reference
materials.

This chapter includes the following topics:
Topics:

* About the query-metric tool

* Using the Query Metric Tool

* About the Metrics Engine API
» Metrics Engine API Reference
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About the query-metric tool

The query-metric tool can be used to view the datain a more interactive way than the APl itself
permits. The tool is aclient application of the Metrics Engine API. It features subcommands
that can help you understand how to form an API query, aswell astell you what values are
permissible.

The query-metric tool features a non-interactive mode as well as an interactive mode that
prompts you for information like awizard. In addition to the subcommands for listing metrics,
server instances, and dimension values, you can form queries using the following subcommands:

* expl or e subcommand. This command creates a series of hyper-linked HTML files
containing charts for a broad range of metrics. The tool generates these files by making a
series of API queriesfor aset of servers and metrics. The tool helps you understand the
breadth of available metrics and look for patterns or anomalies across multiple metrics. In
interactive mode, the tool prompts you for the servers and the metrics using a menu.

* query subcommand. This command help you refine a query for specific data of interest. In
interactive mode, the tool prompts you for the server, metrics, dimensions, statistics, and
pivot values using menus. The tool can be used to request a server generated chart image file
or dataformatted in XML, JSON, or CSV.

Using the Query Metric Tool

The query-net ri ¢ tool givesyou access to al the metrics being gathered by the server. This
tool allows you to explore the full breadth of the collected data, examining any metric and
dimension.

Thistool runsin both interactive and non-interactive modes. I nteractive mode presents options
in awizard-like way, alowing you to choose values from menus of options. To start the tool in
interactive mode, simply invoke the tool with no parameters:

$ query-netric

Y ou will be shown a menu allowing you to choose the subcommand you want to invoke. Once
the subcommand is finished, you will be given the opportunity to choose another subcommand
or quit. You may invoke a subcommand in interactive mode by specifying it on the command
line.

For example, the following command starts the expl or e subcommand in interactive mode:

$ query-netric explore

The expl or e subcommand of the query- et ri ¢ tool will capture results from several metrics.
All metrics can be pivoted by 'instance’, but beyond that most metrics have different dimensions.
The pseudo-dimensions di i/ di n2/ di n8 may be used to instruct the tool to query on the
metrics 1st/2nd/3rd dimension (if available). The following command will will pivot all metrics
by instance and the first two dimension of each metric:
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$ query-netric explore --pivot instance --pivot diml --pivot dinR

In non-interactive mode, the tool generates charts based on command-line input. For example,
the following command requests information from the local Metrics Engine listening on port
8080 and generates response-time and throughput charts for Proxy Server instancesin Austin for
the previous two weeks:

$ query-netric explore --httpPort 8080 --instanceType proxy \
--instancelLocati on Austin --nmetric response-tinme --metric throughput \
--startTinme -2w

The following command line can be used to obtain a JSON formatted data table that shows
average throughput for al Proxy Server instances in the topology over time with 100 data
points. Each line in the chart represents either an application's search or modification
throughput. Throughput values are represented as operations per second:

$ query-netric query --hostnane |ocal host --httpPort 8080 \
--usernanme cn=userl, cn=api -users --password secret --table json \
--metric throughput --instanceType proxy --statistic average \
--pivot op-type --pivot application-nanme \
--di nensi on op-type: search, nodify --rateScaling second \
--maxlnterval s 100 --startTime 2012-09-01T17: 41Z \
--endTi ne 2012-09- 30T17: 41Z

To see alist of all supported subcommand and global tool options, invoke the tool's help as
follows:

$ query-netric -?

To get detailed information about a particular subcommand, invoke the subcommand's help as
follows:

$ query-netric explore -?

About the Query Metric Explore Command HTML Pages

The query-netri c tool'sexpl or e subcommand generates queries that drive the Metrics API,
such as adding a specific chart or tabular result to a custom dashboard. It also generate HTML
page output. This section provides some examples of the HTML page output you can expect
from the expl or e subcommand.

For example, the expl or e subcommand can generate an index page that shows tables of al the
metrics that were collected:
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Metric Data (Count 112) nboundiD

Generated:  Fri Sep 07 12:13:40 CDT 2012

View page of all metrics

Directory Entry Cache - Directory entry cache updates, hit count, and size

Metric Description

Entry Cache Hit Gount Number of imes the server sucoessfully read an entry from the entry cache

Eniry Cache Hit Ratio Percentage of imes an entry was found in the entry cache

Entry Cache Percent Full Nurﬂberofsmries inhe entry cache relative to the maximum number of entries that ean be inthe
cache

Entry Cache Read Attempts Number of imes the server tried to read an eniry from the entry cache

Entry Cache Size Number of enries in entry cache

Entry Cache Updates Number of imes an entry was added or updated within the entry cache

Remaining Entry Cache Memory Percentage of available JVM memory available to Entry Cache

Directory Backend - Directory backend entrles, size, cleaning, reads, and writes

Metric. Description

Aclive Gleaner Threads Mumber of active database cleaner threads for the specified backend

Backend Checkpoint Duration Time taken for the backend database checkpoint to complete

Backend Checkpoints Number of database checkpoints perormed by the backend

Backend Cleaner Backlog Number of backend database files that must be cleaned to reach the target utilization
Backend Entry Count Number of entries currently in the backend

Backend Nodes Evicted Number of nodes evicted from the database cache to meet memory constraints
Database Gache Percent Full Percentage of the backend database cache in use

MNew Backend Dalabase Log Files Number of new database log files created by backend

Random Dick Reads Mumber of Random LO Disk reads made by backend

Random Disk Writes Number of Random LO Disk writes made by backend

Sequential Disk Reads Number of Sequential L0 Disk reads made by backend

Sequential Disk Writes Number of Sequential O Disk writes made by backend

Size On Digk Total size of database files on disk for this backend

Time Since Last Checkpoint Time since backend last completed a checkpoint

External Server - External server health and operations

Metric. Description

External LDAP Operation Throughput Number of LDAP operations performed on the external server

Exiemal Server Available G Number of conneetions 10 an external server that are established but notin use
External Server Failed Connections Number of connection attempts to an external server that failed

Figure 33: Index Page

Clicking the "View page of all metrics" link on the index page display a page that contains all
the generated charts. This view allows you to easily scroll through all of the charts collected:
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Figure 34: Metrics Overview Page
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Clicking one of the linksin the Metric column of the index page or clicking on a chart itself
displays a new page. This page contains the chart, links for making requests from the Metrics
Engine API for the same datain chart and data formats, as well as other information about the
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Figure 35: Metric Details Page

About the Metrics Engine API

The Metrics Engine API can be used to build custom dashboards and other applications for
exploring the data. It features a RESTful interface that can be accessed using standard, off-the-
shelf tools and charting packages, such as the Google Chart Tools. The Metrics Engine APl can
also be easily accessed from a Web browser.

Metrics Engine API Reference

This section provides reference information for using the RESTful API of the UnboundID
Metrics Engine.

Connection Security and Authentication

Asdiscussed in the section " Setting Up the Database," no sensitive user datais collected by the
Metrics Engine and stored in the DBMS. However, if you wish to secure access to the Metrics
Engine REST API, you may enable secure HTTPS connections and require authentication. A
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secure HTTPS Connection Handler may be created during setup, and authentication can be
enabled using dsconfi g.

Metrics Engine REST API authentication is disabled by default. When enabled, the REST
API service requires HTTP basic authentication to be used with each request. Requests will
be authenticated against entriesin the api - user s LDIF backend or entriesin "cn=Root
DNs,cn=config". Because Root DN users possess many privileges by default, we strongly
recommend that you authenticate with usersin the api - user s backend instead, to prevent the
unnecessary use of more privileged account credentials.

To Enable REST API Authentication

Enable REST API authentication by setting ther equi r e- api - aut henti cat i on property of the
Monitoring Configuration object.

o Set this property asfollows:

$ bin/dsconfig set-nonitoring-configuration-prop --set require-api-
aut hentication:true

To Add a REST API User

1. Create afile name api-userl.ldif containing one or more user entries with no privileges.
Below is asample user entry.

dn: cn=app-user1, cn=api - users

changeType: add

obj ect Cl ass: inet OrgPerson

obj ect Cl ass: person

obj ectC ass: top

cn: app-userl

ui d: app-userl

sn: Userl

user password: apil

ds- pwp- passwor d- pol i cy-dn: cn=Default Password Policy, cn=Password Poli cies, cn=config

0 Note: The password isin clear text. It will be encrypted during the next
- step.

2. Load theentry using | dapnodi fy.
$ bin/ldapnodify --filenane api-userl.ldif

3. You can now authenticate using either the cn or the ui d of the users added, in this case api -
user 1.

Tuning the RESTful API Service

By default, the Metrics Engine can open up to 20 simultaneous connections to its PostgreSQL
RDBMS. The number of connections allowed is set by the max- db- connect i ons property of
the Monitoring Database configuration object. The HTTP Connection Handler, which runs the
REST Servlet, has adefault num r equest - handl er s value of 15. This value must be less than
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the maximum number of connections. If the RESTful API serviceis handling its maximum
number of concurrent requests, this leaves at least five database connections available for other
components, such asthe import service.

Note: If the Metrics Engine services requests through multiple HTTP
Connection Handlers, such asto support both HTTP and HTTPS, then

0. you must ensure that the total number of request handlers for both HTTP
Connection Handlers does not exceed the maximum number of DB
connections.

Listing Monitored Instances

Get alist of all monitored instances along with their current status. The default format will be
JSON if noneis specified. The serviet will use the HTTP Accept header as a hint if no specific
format is specified. Results may be filtered using the various i nst ance query params.

URL /apilvl/instances
Method GET
Formats JSON, XML

Query Parameters . .
* instanceHost name (multi-valued) - Hostname(s) of the servers to get data

from. Multiple values are evaluated as logical ORs.

« instancelLocati on (multi-valued) - Location(s) of the servers to get data from.
Multiple values are evaluated as logical ORs.

« instanceType (multi-valued) - Types of server(s) to get data from. Possible
values are:

directory

proxy
sync

o R o R

metrics-engine

« instanceVersi on (multi-valued) - Version(s) of the servers to get data from.
Multiple values are evaluated as logical ORs.

EXAMPLES: All instances in JSON format.

curl \
-X CGET \
https://<nmetri csEngi neHost >: 8080/ api / vl/i nst ances. j son

All directory and proxy instancesin XML format:

curl \

-X CET \

https://<nmetri csEngi neHost >: 8080/ api / vl/i nst ances. xm ?
i nst anceType=di r ect or y& nst anceType=pr oxy

Response Code 200 0K

Response Body i d" »
oun D2,
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"of fset" : 0, #
"instances" : [ {
“"type" : "directory",
"id" : "unboundi d4510",
"host name": "unboundi d4510. exanpl e. cont',
"di spl ayNane" : "unboundi d4510",
"version": "Unboundl D Directory Server 4.5.1.0",
"operatingSystent: "Solaris",
“status": {
"state": "ONLINE'
}
o 1l
"type" : "directory",
"id" : "unboundi d3500",
“host name": "unboundi d3500. exanpl e. cont',
"di spl ayNane" : "unboundi d3500",
"version": "Unboundl D Directory Server 3.5.0.0",
"operatingSystent: "Linux",
"status": {
"state": "DEGRADED',
“unavail abl eAl erts": [
"replication-backl ogged"

}

Retrieving a Monitored Instance

Get a specific monitored instance along with its status. The default format will be JSON if
none is specified. The servlet will use the HTTP Accept header as a hint if no specific format is

specified.

URL /api/vl/instances/{instanceX.format}
Method GET

Formats JSON, XML

Query Parameters N/A

Server State

The Metrics Engine returns the server state status of the monitored instance, which is
displayed by the st at us parameter:

The st at us parameter can have one of the following values:
* OFFLINE. The server cannot be contacted at all.

e STARTING_UP. The server is starting.

¢ ONLINE. The server is available and apparently normal.

« DEAD_LOCKED. The server has detected that it is deadlocked and unable to
process more operations.

« UNAVAILABLE. The server is unavailable although not necessarily offline. This may
be due to the server being in lock-down mode but may be online for administrative
purposes.

« DEGRADED. The server is available but is in a state that renders it incapable of
providing services.

¢ CONNECTION_ERROR. The server could not connect or has lost connection to the
host.
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EXAMPLE: Instance with ID net ri cs- engi ne in JSON format.

curl \
-X GET \
https://<nmetri csEngi neHost >: 8080/ api / vl/i nstances/ netri cs-engi ne.json

Response Code 200 OK

Response Body . . .
"di spl ayNane": "netrics-engi ne",
"host name": "metrics-engi ne. exanpl e. cont',
"id" : "metrics-engine",
"operatingSystent: "Solaris",
"status"

Ao
"state" : "ONLINE"

"iype" : "metrics-engine",
"version": "Unboundl D Metrics Engine 4.5.1.0"

}

Listing Available Metrics

Get alist of metric definitions along with their the units, dimensions, names, and so on. The
default format will be JSON if none is specified. The servlet will use the HTTP Accept header
asahint if no specific format is specified.

URL /apilvl/metrics{.format}
Method GET
Formats JSON, XML

Query Parameters o ) ) ) .
e nane - Limits the results to metrics whose names contain a matching substring. The

search is not case-sensitive.

« type (multi-valued) - Limits the results to the metrics of the specified type.
Possible values are:

0 discreteVal ued
O continuousVal ued
0O count

e group (multi-valued) - Limits the results to the metrics with the specified group.
Possible values are:

Di rectory Backend
Monitoring Data Cache
Java Virtual Machine
LDAP

Entry Bal anci ng
Directory Entry Cache
Ext ernal Server

Host System

Metric Query

Moni t ori ng DBMS

Moni toring Data Processing
Replication

Sync Pi pe

Oo0oooooooooogoa™g

95



Accessing the Metrics Engine Data

- instanceType (multi-valued) - Limits the result to metrics that uses the
specified instance types as sources. Possible values are:

directory
proxy

sync
metrics-engi ne

R R

« statistic (multi-valued) - Limits the results to metrics that provides the
specified statistics. Possible values are:

count

aver age
maxi mum

m ni num
hi st ogram

O 0oodg

EXAMPLES:AIl metricsin JSON format.

curl \
- X GET \
https://<metri csEngi neHost >: 8080/ api /vl/ netrics.json

All count type metricsin the “directory backend” group providing either count or average
statistics in JISON format:

https://<metri csEngi neHost >: 8080/ api / vl/ metri cs.j son?t ype=count &r oup=di r ect ory
9%20backend&st ati sti c=count &t ati sti c=aver age

0. Note: Spacesin parameter values may be encoded as 920 or t .

Response Code 200 0K

Response Body i e
ound": 7,

"metrics": [

“countUnit": {
"abbrevi at edNane": " Chkpt",
“pl ural Nane": " Checkpoints",
"si ngul ar Name": " Checkpoi nt"
“description": "Nunber of database checkpoints
performed by the backend",
"di nensi ons": [

"id": "backend",
"val ues": [
"userroot"
]
}
], _
"group": "Directory Backend",
"id": "backend-checkpoints",
"instanceTypes": [
“directory"
g
"nane": "Backend Checkpoi nts",

"short Nane": " Checkpoints",
"statistics": [

"count"
]

ype": "count"
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{
"countUnit": {
"abbrevi at edNanme": "Evicted",
“plural Nane": "Evicted",
"singul ar Name": "Evicted"
"aescri ption": "Nunber of nodes evicted fromthe
dat abase cache to nmeet nmenory constraints",
“di nensi ons": [
"id": "backend",
"val ues": [
"userroot"
]
}
" 'gr oup": "Directory Backend",
"id": "backend-nodes-evicted",
"instanceTypes": [
"directory"
1|
"nane": "Backend Nodes Evicted",
"short Name": "Nodes Evicted",
"statistics": [
"count"
I
"type": "count"
1,
{ .
“countUnit": {
"abbrevi at edNane": "JE File",
"plural Namre": "JE Fil es/Logs",
"si ngul ar Name": "JE Fil e/ Log"
"descri ption": "Nunber of new database log files
created by backend",
"di nensi ons": [
"id": "backend",
"val ues": [
"userroot"
]
}
1. _
"group": "Directory Backend",
"id": "backend-new db-| ogs",
"instanceTypes": [
“directory"
1| s
"nane": "New Backend Dat abase Log Files",
"short Nanme": "New Log Files",
"statistics": [
"count"
Il
"type": "count"
Iz
{

“countUnit": {
"abbrevi at edNanme": "RandRead",
“plural Nane": "Random Reads",
"singul ar Name": "Random Read"

}

’ escription": "Nunber of Random |/ O Di sk reads
made by backend",
"di mensions": [

"id": "backend",
"val ues": [
"userroot"
]
}
I o
"group": "Directory Backend",
"id": "backend-randomreads",
"instanceTypes": |
"directory"
I
“nane": "Random Di sk Reads",

"short Name": "Random Reads",
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"statistics": [

"count"
Il
"type": "count"
Iz
{ .
"countUnit":
"abbrevi at edNanme": "Rand W",
“plural Nane": "Random Wites",
"singul ar Name": "Random Wite"
I
“description": "Nunber of Random |/O Disk wites
made by backend",
"di mensions": [
"id": "backend",
"val ues": [
"userroot"
]
}
1|
"group": "Directory Backend",
"id": "backend-randomwites",
"instanceTypes": |
"directory"
I
"name": "Random Di sk Wites",
"short Nane": "Random Wites",
"statistics": [
"count"
¥
"type": "count"
0z
{ .
"countUnit": {
"abbrevi at edNanme": "Seq Rd",
"plural Nane": "Sequential Reads",
"singul arName": "Sequential Read"
0%
"description": "Nunmber of Sequential 1/0O Disk reads
made by backend",
“di nensi ons": [
"id": "backend",
"val ues": [
"userroot"
]
] }
"group": "Directory Backend",
"id": "backend-sequenti al -reads",
"instanceTypes": [
"directory"
1|
"nanme": "Sequential D sk Reads",
"short Nane": "Sequential Reads",
“statistics": [
"count"
I
"type": "count"
Iz
{

“countUnit": {
"abbrevi at edNanme": "Seq W",
"plural Name": "Sequential Wites",
"singul ar Name": "Sequential Wite"
b
"description": "Number of Sequential |/O D sk wites
made by backend",
"di nensi ons": [

{
"id": "backend",
"val ues": [
"userroot"
]
}
], .
"group": "Directory Backend",
"id": "backend-sequential -wites",
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"I nstanceTypes": [
"directory"
1|
"nane": "Sequential Disk Wites",
"short Name": "Sequential Wites",
“statistics": [
"count"
IF
"type": "count"

}
e
"of fset": O

Retrieving a Metric Definition

Get a specific metric definition. The default format will be JSON if none is specified. The
servlet will usethe HTTP Accept header as ahint if no specific format is specified.

URL [api/vl/metrics/{metricld}{.format}
Method GET

Formats JSON, XML

Query Parameters N/A

EXAMPLE: Metric with ID backend- sequenti al -writes in XML format.

curl \
-X GET \

https://<nmetri csEngi neHost >: 8080/ api / vl/ metri cs/ backend-sequential -wites. xn

Response Code

200 0K

Response Body

Count type metric.

<?xm version="1.0" encodi ng="utf-8" standal one="yes"?>
<count Metri c xm ns="com unboundi d. di rectory. non. api . v1"
i d="backend- sequenti al -wites" nane="Sequential Di sk Wites"
short Name="Sequential Wites" group="Directory Backend">
<descri pti on>Nunber of Sequential I/O D sk wites made by
backend</ descri pti on>
<i nst anceTypes>
<i nst anceType>direct ory</i nst anceType>
</instanceTypes>
<statistics>
<statistic>count</statistic>
</statistics>
<di nensi ons>
<di mensi on i d="backend" >
<val ues>
<val ue>userroot </ val ue>
</val ues>
</ di mensi on>
</ di mensi ons>
<count Uni t singul ar Nane="Sequential Wite"
pl ur al Nane="Sequenti al Wites" abbrevi at edName="Seq W" />
</ count Metri c>

Response Body (JSON
format)

Discrete valued metric:

{
“countUnit": {
"abbrevi at edNane": "Cd uster Operation",
"plural Name": "Cluster Operations",
"singul arName": "Cluster Operation"
"description": "Time spent performng a cluster operation

on a DBMS partition”,
"di mensi ons": [

£
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"id": "aggregation-level",
"val ues": [
"l evel 0",
"l evel 1",
"l evel 2"
]
}
], o
"group": "Mnitoring DBMVS',
"id": "monitor-cluster-tinme",
"instanceTypes": [
“metrics-engi ne"
IE

"nane": "DBMS O uster",
“shortNane": "DBMs Cluster",
"statistics": [

"average",

"count"
I
"type": "discreteVal ued",
“val ueUnit": {

"abbrevi at edNane": "Msec",

"plural Name": "M |1|iseconds",
"singul ar Name": "M || isecond"
}
Response Body (JSON Continuous valued metric.
format)
"description": "Nunmber of active database cleaner threads for

the specified backend",
“di nensi ons": [

"id": "backend",
“val ues": [
"userroot"
]
}
1. _
"group": "Directory Backend",
"id": "backend-active-cl eaner-threads",
"instanceTypes": [
"directory"
I o
"name": "Active O eaner Threads",
"short Nane": "Active O eaner Threads",
"statistics": [
"average"
e
“type": "continuousVal ued",
"val ueUnit": {
"abbrevi at edNane": "d eaner",
“plural Nane": "d eaner Threads",
"singul ar Name": "Cl eaner Thread"

Performing a Metric Query

A metric query will return the collected sample data from the various monitored instances.
The data returned by the query may be presented several different ways depending on client
requirements.

Common Query

Parameters « instanceType (multi-valued) - Type(s) of instances to get data from. Possible

values are:

O directory
O proxy
0 sync
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O netrics-engine

« instancelocati on (multi-valued) - Location(s) of the instances from which
data is collected.

« i nstanceHost nane (multi-valued) - Names of the machines hosting the
instances.

« instanceVer si on (multi-valued) - Version(s) of the instances providing the
data.

« i nstance (multi-valued) - ID(s) of the instances from which data is collected.
Note that the instance ID is the cn of the external server. It is the same name as the
name displayed by the st at us command.

« start Ti ne - Include samples on or after the specified time. The time is either an
absolute time in ISO 8601 format (such as 2012-08-13T19:36:00Z) or a time relative
to the endTime (such as -5m or -4h). By default, the start time is -5m.

« endTi me - Include samples on or before this time. The end time is either an
absolute time in ISO 8601 format or a time relative to now (such as -5m or -4h).
The default end time is now. Note that offset time values are relative to the current
system clock time on the Metrics Engine.

« maxl nterval s - The number of separate intervals, between the start and
end times, returned. This value may be thought of as the “resolution” of the data
over time. By default, the maximum number of intervals is 1, which means all
samples collected between the start and end times will be aggregated into one result
according to the statistic selected.

« stati sti c - Retrieve and apply this statistic to the data. Default for count based
metrics is count and average for other metric types. Possible values are:

count

aver age

m ni num
maxi num
hi st ogr am

O o0oooo

« di mensi on (multi-valued) - Include only these dimension values. A colon
separates the dimension name and values, which are separated by commas (for
example, op-type:add,delete).

e pivot (multi-valued) - Pivot by these dimensions. A pivot keeps the data
separated along different dimensional values. The value “instance” may be used
to keep the data separate between different instances. For metrics that have the
histogram statistic, the histogram pivot may also be used to keep the values of each
histogram bucket separate.

« tz (timezone) - Specifies the timezone to be used when displaying dates. By
default, GMT. The timezone is specified in Java TimeZone format, so "US/Central"
specificities CST in the United States.

Sub-parameters for Both the count and average statistics of count type metrics may have a rate scale
the count and average applied to occurrences over a period of time using the per sub-parameter. The valid
statistics rate scaling values are:

O s or second
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O mor mnute
O h or hour

Sub-parameters for the By default, the histogram statistic includes all buckets and keeps the raw value for each

histogram statistic bucket. However, you can configure graphs that show the percentage of all operations
above a given threshold, such as 50 ms. These graphs are useful for focusing on the
small percentage of operations in a given category. We recommend that this value be
a histogram bucket boundary. If the value falls between boundaries, then the buckets
where it falls will be included in the data. The possible values are:

0 m n -Includes in the calculation only the histogram data above the given threshold

O max - Provides an upper bound on the histogram value

O percent - Allows the histogram values to be reported as a percentage of the
overall values. Instead of returning raw counts, the value is a fraction of the total.
This percentage is calculated within a pivot.

Note that if both min and max are specified, the returned value is the sum of all buckets
between min and max (including the max).

Data Set Structure

The data set structure is a proprietary data structure that is space-optimized and designed for
easy interoperability with charting libraries like Highcharts, FusionCharts, or JFreeChart. This
format isideal for clients capable of performing some simple manipulation of the returned data
to fit the target use case. The default format will be JSON if none is specified. The servlet will
use the HTTP Accept header as a hint if no specific format is specified.

URL lapilvl/metrics/{metricld}/dataset{.format}
Method GET
Formats JSON, XML
[ Note: All of the Common Query parameters apply to this resource.

Get the average response time metric for add and del ete operations from 7/7/2012 for all identity
data stores and identity proxies in two locations, Austin and Houston:;

curl \
- X GET \
https://<metri csEngi neHost >: 8080/ api / vl/ netri cs/response-ti ne/ dat aset ?
i nstanceType=di rectory
& nst anceType=pr oxy& nst ancelLocat i on=aust i n& nst ancelLocat i on=houst on&st art Ti ne=- 1d
&endTi me=2012- 07- 07&pi vot =i nst ance&di mensi on=op- t ype: add, del ete

Get the new connections metric and scal e the value per hour in the last 5 minutes:

curl \

-X CGET \

https://<metri csEngi neHost >: 8080/ api / vl/ metri cs/ new connecti ons/ dat aset ?
statistic=count; per: hour

Get the percentage of all occurrences in the last hour where the response-time metric has avalue
above 50ms:
curl \

- X GET \

https://<metricsEngi neHost >: 8080/ api / vl/ metrics/response-time/ dat aset ?
stati sti c=hi stogram m n: 50; percent &t art Ti me=- 1h
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Response Code 200 0K

Response Body When only one time interval is requested, a category dataset is returned where the first
pivoted dimension values are listed as categories and each data point corresponds to a
category. Subsequent pivots and histogram buckets are included as a series and sub-
series. This example is the result of two pivots, op-type and instance:

{

"type" : "category",

"firstSanpl eTi ne" : 1344090300000,

"l ast Sanpl eTi me" : 1344090600000,

"netric" :
"type" : "discreteVal ued",
"id" : "response-tinme",
"name" : "Response Tine",
"short Name" : "Response Tine",
"description" : "Time for server to process an LDAP

operation and send a response to the client"”,
"group” : "LDAP",
"instanceTypes" : [ "directory", "proxy" ],
"statistics" : [ "average", "count", "histogran' ],
"di nensions" : [ {
"id" : "application-nane"

}

Trigr o op-type",
"val ues" : [ "Search", "MdifyDN', "Add", "Delete",
"Conpare", "Bind", "Mdify" ]

"countUnit" : {
"singul ar Name" : "Operation Response Tine",
"plural Nane" : "Operation Response Tine",
"abbrevi at edName" : "Response Ti nme"

"val ueUni t"
"singul arName" : "M Ilisecond",
"plural Name" : "M I1liseconds"”,
"abbrevi at edNanme" : "Msec"

}

’eries" : {

"l abel" : "unboundi d35",

"data" : [ "O", "O", "O0", "0", "0", "0", "0" ]

}

» q

"l abel" : "unboundi d3",
"data” : [ "O", "O*, "O", "O", "O0", "0", "0" ]

1,

"l abel" : "op-type",

"categories" : [ "Search", "Delete", "Bind", "Mdify",
"Add", "ModifyDN', "Conpare" ]

}

R nse B - . . .
esponse Body For queries that request more than one time interval, at i mel nt er val data set

will be returned. Each data point corresponds to the consecutive time interval. Pivoted

dimensional values and histogram buckets are included as a series and sub-series.

"type" : "timelnterval",
"firstSanmpleTime" : 1344089954000,
"l ast Sanpl eTi ne" : 1344090254000,

"metric"
"type" : "discreteVal ued",
"id" : "response-tinme",
"nane" : "Response Tinme",
"short Name" : "Response Tinme",
"description' : "Time for server to process an LDAP
operation and send a response to the client",
"group"” : "LDAP",
"instanceTypes" : [ "directory", "proxy" ],
"statistics" : [ "count", "average", "histogrant ],
"di mensions" : [
"id* : "application-nane"
b
"id" : "op-type",
"values" : [ "search", "nodifydn", "add", "delete",
“conpare", "bind", "nodify" ]
1.
"countUnit" : {
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"si ngul ar Nane" : "Operation Response Tine",
"plural Nane" : "QOperation Response Tine",
"abbrevi at edNane" : "Response Ti ne"
o
"valueUnit" : {
"singul arNanme" : "M Ilisecond",
“plural Nane" : "MIIliseconds"”,
"abbrevi at edName" : "Msec"
}
b
"series" :
"l abel " "unboundi d3",
"data" : [ "O", "O", "O", "O0", "O0", "O0", "O0", "0", "0", "0" ]
b
"l abel " "unboundi d35",
"data" : [ "O", "O", "O", "O0", "O0", "O0", "O0", "0", "0", "0" ]
b T
"resol utionl nSeconds" : 30
}

Chart Image

This APl isthe simplest way to retrieve and visualize the collected metrics data. The server will
generate a chart of the query result. PNG is the default format if no format is specified.

URL lapilvl/metrics/{metricld}/chart{.format}
Method GET
Formats PNG, JPEG

Query Parameters . ) . .
wi dt h - The width of the image. Default value is 800.

hei ght - The height of the image. Default value is 600.
showLegend - Whether to include the chart legend. Default value is true.

o R o B

titl e - A custom title of the chart. Default value is the metric name.

[ Wy Note: All of the Common Query parameters apply to this resource.

For example, to get the percent CPU used by all servers over the last week, pivot by server
instance as follows:

curl -s -o chart.png https://<MetricsEngi neHost >8080/ api / vl/ metri cs/ host-system cpu-
used/ chart ?max| nt er val s=50&st art Ti me=- 1w&pi vot =i nst ance:

This resultsin the following chart.
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Figure 36: CPU Percent Busy

Google Chart Tools Datasource Protocol

Metrics data may also be requested and presented in tabular format that is fully compatible with
Google's Chart Tools Datasource protocol (https://devel opers.google.com/chart/interactive/
docg/dev/implementing_data_source). However, the Google Visualization APl query language
(the tq request parameter) is not supported. The standard metric query parameters as outlined
above will still be used instead. The Metrics Engine supports JSON, HTML, CSV, and TSV

data formats as outlined by the Datasource protocol.

lapilvl/metrics/{metricld}/datatable

URL
Method GET
Formats JSON, HTML, CSV, and TSV

Query Parameters t gx=out : ht m - HTML formatted output.

t gx=out : csv - CSV formatted output.

t gx=out : t sv- excel - TSV formatted output.

t z (timezone) - Specifies the timezone to be used when displaying dates. The
Google Visualization API has no notion of time zones and always assumes that
the times returned are in local time. The Metrics Engine stores all time stamps in
GMT and this is the time that is returned by default. This parameter allows you to
configure how the Metrics Engine presents the times in the specified timezone.
Usually, the client will pass the user's local timezone in IANA Time Zone Database

O 0o o g

format, so "US/Central" specificities CST in the United States.

i Note: All of the Common Query parameters apply to this resource.

Get the average response time metric for the last 5 minutes with 30 second (5* 60/ 10)
resolution and pivoted by op-type and then instance in CSV format:

curl \

- X GET \

https://<nmetri csEngi neHost >: 8080/ api / vl/ nmetri cs/ response-ti ne/ dat at abl e?

t gx=out : csv&maxl nt er val s=10
&pi vot =op-t ype&pi vot =i nst ance& z=US/ Cent r al

105




Accessing the Metrics Engine Data

Response Code 200 0K

Response Body When only one time interval is requested, the first pivoted dimension values form the
first column. For queries that request more than one time interval, the start of each time
interval forms the first column. Combinations of subsequent pivoted dimension values
and/or histogram buckets are included as additional columns. The CSV format will be
shown for readability. All date and time values are under the GMT time zone.

"Ti me", "unboundi d35 AVERAGE M I | i seconds", "unboundi d3 AVERAGE
M I 1iseconds”

"2012-08-04T14: 38: 00Z","0", " 0"

"2012- 08-04T14: 39: 00Z", " 0", "0O"

"2012- 08- 04T14: 40: 00Z", " 0", " 0"

"2012-08-04T14: 41: 00Z"," 0", " 0"

"2012- 08-04T14: 42: 002", " 0", "0O"

The following sample code illustrates using Google chart tools:

<htm >
<head>
<l--Load the AJAX AP|-->
<script type="text/javascript" src="https://ww. googl e. conljsapi"></scri pt>
<script type="text/javascript">

/1 Load the Visualization APl and the line chart package.
googl e. |l oad(' visualization', '1.0', {'packages':['corechart']});

/1 Set a callback to run when the Google Visualization APl is |oaded.
googl e. set OnLoadCal | back(drawChart);

function drawChart () {
var query = new googl e.visualization. Query('https://<metricsEngi neHost>: 8080/
api /vl/ metrics/response-ti ne/ dat at abl e?max| nt er val s=10&pi vot =op-
t ype&pi vot =i nst ance' ) ;
guery. send( handl eQuer yResponse) ;

functi on handl eQuer yResponse(response) {
if (response.isError())

alert('Error in query: ' + response.getMessage() + ' '
+ response. get Det ai | edMessage());
return;

var data = response. get Dat aTabl e();

var visualization = new
googl e. vi sual i zati on. Li neChart (docunent . get El ement Byl d(' chart_div'));
vi sual i zati on.draw(data, null);

</scri pt>
</ head>
<body>
<I--Div that will hold the chart-->
<div id="chart_div"></div>
</ body>
</htm >
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Accessing Alerts Collected by the Metrics Engine
The eventTypes and event APIs can be used to retrieve information and alerts from monitored

servers. The eventTypes API provides the range of alert types that have occurred. The events
API provides detail about individual alerts.

Retrieving Event Types

The range of alerts that have been generated by monitored servers can be retrieved, with
optional filtering, based on the following API definition.

URL /apilvl/eventTypes/[?query-parameters] - gets a list of event types
Method GET
Formats JSON, XML

Query Parameters . . . . .
« instance,instanceType,startTi me, and endTi ne. See Performing a

Metric Query for a description of each parameter.

Response Code 200 0K

Response Body g;gflagi)r;es?e(:k- avai | abl e-t o- degraded"”, "heal t h- check- degr aded-t o-

Retrieving Events

The detailed information for one or more events can be retrieved, with optiona filtering, based
on the following API definition.

URL lapilvl/events/[?query-parameters] - gets a list of events
lapilvl/events/{eventld} - gets a single event

Method GET

Formats JSON, XML

Query Parameters . o . i
* type (multi-valued) - Limits the result to include only events of the specified types.

Valid values are presented below.

« severity (multi-valued) - Limits the result to include only events that have the
matching severity. Valid "severity" values are: INFO, WARNING, ERROR, and
FATAL.

« instance,instanceType,instancelLocati on,i nstanceHost nane,
i nstanceVersi on,startTi ne, and endTi nme. See Performing a Metric
Query for a description of each parameter.

« limt,of fset. See Pagination for a description of each parameter.
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Response Code 200 0K
Response Bod
P y "found" : 2,
"of fset" : O,
"events" : |

{"id":"9bdf d1b8- 3811- 4a84- b779- 93553f f 35f 83",
"creationDate": 1351274815559,
"event Type": "server-starting",
"event Severity": "I NFQO',

"sour ceProduct | nstance": "l ockdown-test",
"summary":"Server Starting",
“detail":"The Directory Server is starting"},

{"id":"9bdf d1b8- 3811- 4a84- b779- 93553f f 35f 83",
"creationDate": 1351274815559,
"event Type": "server-starting",
"event Severity": "I NFO',
"sour ceProduct I nstance": "directory-3",
“summary":"Server Starting",
"detail":"The Directory Server is starting"}

]
}

Thetype query parameter can take the following values:

access-control-change
access-control-disabled
access-control-enabled
access-control-parse-failure
access-log-criteria-matched
backend-disabled
backend-initialization-failed
backup-failed
cannot-acquire-shared-backend-lock
cannot-copy-schema-files
cannot-decode-entry
cannot-find-recurring-task
cannot-register-backend

cannot-rel ease-shared-backend-lock
cannot-rename-current-task-file
cannot-rename-new-task-file
cannot-restore-backup
cannot-schedul e-recurring-task-iteration
cannot-write-configuration
cannot-write-new-schema-files
cannot-write-server-state-file
li>cannot-write-task-backing-file
config-change

deadl ock-detected
duplicate-alerts-suppressed
duplicate-fatal-alerts-suppressed
duplicate-error-alerts-suppressed
duplicate-warning-al erts-suppressed
duplicate-info-alerts-suppressed
entering-lockdown-mode
external-config-file-edit-handled
external -config-file-edit-lost

Oooooooooooo oo oo oo oo ooo0ooo0o0oooogooo
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OooOooooo oo oooo o0 oo oC0 o oo oo o0 oo oo oo oo oo oo oo o ooo0oo0oo0ooooog

external-server-initialization-failed
force-gc-complete

force-gc-starting

health-check-avail able-to-degraded
health-check-available-to-unavailable
health-check-degraded-to-available
health-check-degraded-to-unavailable
health-check-unavailable-to-available
health-check-unavailable-to-degraded
index-degraded
index-rebuild-completed
index-rebuild-in-progress
invalid-privilege
je-background-sync-failed
je-daemon-thread-exception
je-recovery-required
large-attribute-update-failure
Iba-no-avail able-servers

| dap-connecti on-handl er-cannot-listen
| dap-connection-handl er-consecutive-failures
| dap-connection-handl er-uncaught-error
|dif-backend-cannot-write
Idif-connection-handl er-parse-error
[dif-connection-handler-io-error
|eaving-lockdown-mode
logging-error

low-disk-space-error
low-disk-space-warning
offline-config-change-detected
out-of-di sk-space-error
proxy-entry-bal ancing-operation-failure
proxy-entry-rebal ancing-admin-action-required
replication-backlogged
replication-missing-changes
replication-monitor-data-unavail able
replication-replay-failed
replication-server-changel og-failure
replication-server-listen-failure
replication-unresol ved-conflict
replication-unsent-changes
restricted-subtree-accessibility
schema-checking-disabled
server-jvm-paused
server-shutting-down

server-started

server-starting
Sync-resource-connection-error
Sync-resource-operation-error
sync-pipe-initialization-error
sync-pipe-backlog-above-threshold
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sync-pi pe-backl og-bel ow-threshold
system-nanotime-stopped
system-current-time-shifted
thread-exit-hol ding-lock
threshold-warning-entry

threshol d-warning-exit
threshold-critical-entry

threshol d-critical-exit
uncaught-exception
unique-attribute-sync-conflict
unique-attribute-sync-error
unrecognized-al ert-type
user-defined-error
user-defined-fatal
user-defined-info
user-defined-warning
worker-thread-caught-error
work-queue-backlogged
work-queue-full
work-queue-no-threads-remaining

Ooooooo0oooooooooooooao

LDAP SLA API

The LDAP SLA API provides ameansto list the LDAP SLA objects (configuration data)

and to query any sinlge LDAP SLA object. The query of an LDAP SLA object resultsin the
aggregated LDAP SLA configuration plus scalar data that contains the current values for the
LDAP SLA plustime-series data. The "current” data comes from the Threshold object, and the
historical data comes from ametric query. Thus, historical datais significantly more expensive
to fetch and isonly included in the results if the client requestsit. Thisallowsan LDAP SLA
query to get the configuraiton and current data very efficiently for clients that only need the
current data. A client that needs both current and historical data can include the appropriate
query parameter and get all the datain asingle call.

Retrieving the SLA Object

List the LDAP SLA objects (configuration data) and query any single LDAP SLA object. The
default format will be JSON if noneis specified. The servlet will use the HTTP Accept header
asahint if no specific format is specified.

URL [ api /v1/ sl all dap- sl a - Returns a list of all LDAP SLA configuration objects in

name-order. This includes current values and status as held by the Threshold objects,
but will only include any historical data.

[api/vl/ sl all dap-sl al/{sl a- nane} - Returns a single LDAP SLA
configuration object plus optional historical data.

Method GET

Formats JSON, XML

Query Parameters For the 1st URL:
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¢ instance - Returns LDAP SLA's that reference the specified instance.
« application-name - Returns LDAP SLA's that reference this application name.

« ldap-op - Returns LDAP SLA's that reference this LDAP operation.

For the 2nd URL:
¢ historical (multi-valued, optional)

O time (includes time series data)

O limits (includes % of time thresholds limits have been exceeded - requires
Threshold)

O alerts (includes all Threhold alerts - requires Thresholding)
0 histogram (includes response-time histogram as column data)

O nines (includes response time values that correlate to 99%, 99.9%, 99.99%, and
99.999% response-time measurements)

« startTime - (optional, default - 1 hr). The time at which the historical data starts.
« endTime - (optional, default - 5m). The time at which the historical data ends.
« pivot - (optional, multi-valued). Historical time-series pivots by this dimension.

0 instance - pivot by producing server.
O Idap-op - pivot by LDAP operation.

O histogram - pivot response-time time series by histogram buckets.

* maxintervals - (optional, default=100). Number of points to include in the historical
time series.

When the API requests historical data, the API server implementation constructs

and issues one or more metric queries as necessary to fetch the resulting data.

The APi allows a client to enumerate all LDAP SLA objects and to get a broad

set of measurement data for the LDAP SLA. If no historical data is needed, the
"instantaneous" data is effectively all in memory (in the Threshold objects) and will be
a very quick respone. Some historical data will be quite a bit slower to fetch (multiple
seconds), and clients should be able to manage that fact.

EXAMPLE: Retrieving an SLA object.

curl -X CET http://x3550-09: 8080/ api /v1l/ sl a/l dap/ Acme+l denti t y+Portal ?hi storical =tine
\ &hi st ori cal =ni nes\ &pi vot =i nst ance\ &t art Ti me=- 15m

Response Code 200 OK
Response Body (JSON Response (JSON):
format)

"name":"Acnme |dentity Portal",
"appl i cati onNane": " Application 5",
"| dapQps":["search"],
"servers":["x2270-08. unboundi d. | ab: 1389"],
"enabl ed": true,

"responeTi neSt at e": " NORMAL" ,

"t hroughput State": "normal ",
"current ResponseTi ne": 6. 002752,
"current Thr oughput ": 7032. 794,
"aver ageResponseTi me": 6. 212055,
"aver ageThr oughput ": 5517. 1323,
"responseTi meVarnLi mit": 8.0,
"responseTimeCritical Limt":10.0,
"t hr oughput Var nLi mi t ": 8000. O,
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"throughputCritical Limt":10000. 0,
"responseTi meSeries": {
"type":"tinelnterval ",
"firstSanpl eTi me": 1359045070000,
"l ast Sanpl eTi me": 1359045970000,
"rateScal i ng": " NONE",
"statistic":"AVERAGE",
"metric":{
"type": "discreteVal ued",
"id":"response-tine",
"nane": " Response Tine",
"short Nane": " Response Ti ne",
"description":"Time for server to process an
LDAP operation and send a response to the
client.",
"group": " LDAP",
"instanceTypes":["identity-data-store", "proxy"],
"statistics":["average", "count", "histograni],
"di mensions":[{"id":"application-nane",
"val ues":["unidentified directory application",
"uni dentified proxy application", "application 9",
"application 5","root user","adm n user",
"application 6"]},{"id":"op-type", "val ues":
["search", "nodi fydn", "add", "del ete", "conpare",
"bind", "nmodi fy"]}],
"count Uni t": {"singul ar Name": " Operati on Response Tine",
"pl ural Nane": " Operati on Response Ti ne",
"abbr evi at edNane": " Response Ti me"},
"val ueUnit": {"singul ar Name": "M I 1isecond",
“plural Nane": "M I |iseconds", "abbrevi at edNane": " Msec"
b
"series":|[
{"1 abel ":"x2270- 08. unboundi d. | ab: 1389",
"data":[3.0120885, 3. 7983484, 5. 8223324, 6. 9673944,
3. 7627347, 7. 8599353, 6. 4741855, 7. 1965156, 4. 642965,
6. 4567575, 7. 5919747, 7. 315942, 5. 5505323, 7. 676259,
6. 7929792, 6. 0238724, 6. 258689, 6. 918475, 7. 6584263,
4.507659, 7. 7891426, 7. 7237306, 6. 003436, 6. 562086,
6.5203643, 6. 3706737, 6. 766388, 6. 5930696, 7. 3876667,
4.6867347, 6. 7640586, 4. 671808, 7. 1373825, 7. 2503524,
7.500583, 5. 219624, 7. 4529514, 4. 440301, 7. 1102366,
6.0021896, 7. 3931694, 6. 520522, 5. 547696, 6. 8611526,
5.1369443, 6. 4802103, 6. 0406966, 7. 163752, 5. 3269434,
6. 9904456, 5. 055998, 5. 8450484, 4. 972494, 9. 763915,
5. 778041, 6. 201931, 6. 1402993, 5. 118754, 6. 781435,
7.224573, 7. 258575, 5. 4384823, 6. 7813044, 5. 820621,
7.671158, 6. 168999, 5. 638104, 7. 785232, 4. 797556,
6. 4578395, 5. 4489355, 8. 33236, 5. 5137024, 7. 273964,
5.4661403, 8. 303381, 6. 2553997, 7. 1138144, 5. 845391,
6.718696, 6. 9525356, 6. 2418604, 7. 1721854, 6. 0303135,
6. 869038, 5. 6402783, 7. 8097477, 4. 5565543, 5. 8214054,
5.8906417, 7. 159979, 7. 709213, 5. 1525316, 7. 363583,
5.2055826, 8. 589983, 0.0, 0.0,0.0,0.0],
"| ast Conpl et el ndex": 99
}

"resol uti onl nSeconds": 9
b
"t hroughput Seri es": {

"type":"tinelnterval ",

"firstSanpl eTi me": 1359045070000,

"l ast Sanpl eTi me": 1359045970000,

"rateScal i ng": " NONE",

"statistic":"COUNT",

"metric":{

"type":"count",

"id":"throughput",

"name": " LDAP Qperation Throughput",

"short Nane": " LDAP O Throughput",

"description":"Nunber of LDAP operations that have
been processed.",

"group": " LDAP",

"instanceTypes":["identity-data-store", "proxy"],

"statistics":["count"],

"di nensions":[{"id":"application-nane",
"values":["unidentified directory application",
"uni dentified proxy application", "application 9",
"application 5","root user","adm n user",
"application 6"]},{"id":"op-type", "val ues":
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Pagination

["search", "nodi fydn", "add", "del et e", "conpare",
"bind", "nmodi fy"]}],
“count Uni t": {"si ngul ar Name": " Oper ati on Throughput ",
"pl ural Nane": " Operati on Throughput"”,
"abbr evi at edNanme": " Thr oughput "}
}

"series":[

"l abel ": " x2270- 08. unboundi d. | ab: 1389"

"data":[7809. 953, 7997. 222, 6878. 337, 5426. 2446
8132. 547, 4636. 0234, 5249. 1113, 5068. 4443
7488. 769, 5792. 971, 4668. 297, 4968. 804, 6005. 3145
4304. 648, 5328. 3774, 6413. 66, 5791. 5547, 5333. 196
4717.5093, 6262. 7993, 4396. 8, 4757. 9023, 5703. 421
5226. 5156, 5780. 211, 5628. 8447, 4708. 0103
5173. 0947, 4726. 222, 6214. 1113, 5456. 183, 7179. 8926
5424. 388, 5174. 8135, 5110. 048, 6766. 5894, 4946. 5664
7754. 889, 5552. 245, 5062. 4204, 5660. 222, 5493. 3477
5691. 1113, 5179. 0, 6422. 778, 6003. 4443, 5229. 5557
5313. 6665, 6114. 7197, 5476. 549, 7345. 8345, 6471. 737
6628. 267, 3626. 0579, 7189. 512, 5525. 778, 3491. 94
5849. 9946, 6055. 7065, 5264. 3853, 5298. 0, 5548. 689
5919. 0967, 5246. 632, 5120. 217, 5890. 6953, 5783. 586
4664. 3945, 6613. 474, 5255. 0903, 6440. 4443, 4829. 505
6022. 874, 4979. 2, 6389. 972, 4667. 748, 5969. 5557
5506. 889, 5759. 395, 5648. 9956, 5226. 778, 5394. 1816
5154. 8853, 6078. 421, 5436. 0024, 6174. 4443, 4902. 453
5881. 0, 5678. 8975, 5661. 264, 4843. 2363, 4998. 3545
6603. 6006, 4352. 532, 6533. 7295, 2974. 6267, "NaN",
"NaN', "NaN', "NaN'],

"| ast Conpl et el ndex": 95

H,

"resol uti onl nSeconds": 9

“responseTi meNi nes": ["100 ns","1000 ns","1000 ms",
“1000 ms"],

“startTi me": 1359045070863,

"endTi me" : 1359045970863

}

Pagination is supported for both the metrics and instances listing URLSs.

Query Parameters

Response Parameters

Response Codes

O limt - Specifies the maximum number of results to return. Default is to return all
results.

0 of fset - Specifies how many results to skip for the first results to return.

f ound - The number of results that satisfied the query params.
0 of fset -Theindex into the total result set where the current response begins.

The following response codes are available.

Response Code

Description

200 OK
400 Bad Request
404 Not Found

500 Internal Server Error

The request was processed successfully and the requested data returned.
The request contained an error. Refer to the error message to resolve the issue.
The requested resource is not found or no samples are collected for the metric.

An unexpected server error occurred. Refer to the error message for more info.
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Response Code

Description

503 Service Not Available

The metric query service is temporary offline. Refer to the error message for more info.

Response Body

<?xm version="1.0" encodi ng="UTF-8"?>
<error Response>
<nmessage>There are no netrics defined with id response-tne.
Avail abl e netrics may be found at /netrics
</ nessage>
</ error Response>

114




Managing the Metrics Engine

Chapter
6 Managing the Metrics Engine

This chapter provides information about managing the UnboundI D® Metrics Engine. It includes
information about working with logs, notifications, and alerts, as well as information about the
command-line tools included with the Metrics Engine.

Topics:

» Working With Logs

* The Monitor Backend

¢  Monitoring with IMX

* Managing Notifications and Alerts
e« Command-Line Tools
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Working With Logs

UnboundID Metrics Engine provides error loggers that provide information about warnings,
errors, or significant events that occur within the server. The remainder of this section describes
how to create new log publishers, how to configure log rotation and retention, how to manage
the file-based error log publisher and how to manage the syslog-based error log publisher.

Creating New Log Publishers

The UnboundID Metrics Engine provides customization options to help you create your own log
publishers with the dsconf i g command.

When you create a new log publisher, you must also configure the log retention and rotation
policiesfor each new publisher. For more information, see Configuring Log Rotation and
Configuring Log Retention.

To Create a New Log Publisher

1. Usethedsconfi g command in non-interactive mode to create and configure the new log
publisher. This example shows how to create alogger that only logs disconnect operations.

$ bin/dsconfig create-|og-publisher \
--type fil e-based-access --publisher-nanme "Di sconnect Logger" \
--set enabled:true \
--set "rotation-policy:24 Hours Time Linmt Rotation Policy" \
--set "rotation-policy:Size Limt Rotation Policy" \
--set "retention-policy:File Count Retention Policy" \
--set | og-connects:false \
--set log-requests:false --set log-results:false \
--set log-file:logs/disconnect.|og

Note: To configure compression on the logger, add the option to the
previous command:

--set conpression-nmechani sm gzip

Compression cannot be disabled or turned off once configured for

the logger. Therefore, careful planning is required to determine your
logging requirements including log rotation and retention with regards to
compressed logs.

2. View the Log Publishers.

$ bin/dsconfig list-1log-publishers

Log Publi sher . Type : enabl ed

Di sconnect Logger . file-based-access : true
Fi | e- Based Access Logger : file-based-access : true
Fi | e-Based Audit Logger : file-based-access : false
Fi | e- Based Debug Logger : file-based-debug : false
Fi | e-Based Error Logger . file-based-error : true
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Replication Repair Logger : file-based-error : true

To Create a Log Publisher Using dsconfig Interactive Command-Line Mode

1

2.

0.

On the command line, type bi n/ dsconfi g.

Authenticate to the server by following the prompts.

On the Configuration Console main menu, select the option to configure the log publisher.
On the Log Publisher Management menu, select the option to create a new log publisher.
Select the Log Publisher type. In this case, select File-Based Access L og Publisher.

Type aname for the log publisher.

Enableit.

Type the path to the log file, relative to the Metrics Engine root. For example, | ogs/
di sconnect . | og.

Select the rotation policy you want to use for your log publisher.

10.Select the retention policy you want to use for your log publisher.

11.0n the Log Publisher Properties menu, select the option for | og- connect s: f al se, | og-

di sconnects: true, | og-requests: fal se,andl og-resul ts:fal se.

12.Typef to apply the changes.

Configuring Log Rotation

The Metrics Engine alows you to configure the log rotation policy for the server. When any
rotation limit is reached, the Metrics Engine rotates the current log and starts a new log. If you
create anew log publisher, you must configure at least one log rotation policy.

Y ou can select the following properties:

Time Limit Rotation Policy. Rotates the log based on the length of time since the last
rotation. Default implementations are provided for rotation every 24 hours and every 7 days.

Fixed Time Rotation Policy. Rotates the logs every day at a specified time (based on 24-
hour time). The default time is 2359.

Size Limit Rotation Policy. Rotates the logs when the file reaches the maximum size for
each log. The default size limit is 100 MB.

Never Rotate Policy. Used in arare event that does not require log rotation.
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To Configure the Log Rotation Policy

Usedsconfi g to modify the log rotation policy for the access logger.

$ bin/dsconfig set-1og-publisher-prop \
--publisher-name "Fil e-Based Access Logger" \
--renpve "rotation-policy:24 Hours Tinme Linmt Rotation Policy" \
--add "rotation-policy:7 Days Tinme Limt Rotation Policy"

Configuring Log Retention

The Metrics Engine alows you to configure the log retention policy for each log on the server.
When any retention limit is reached, the Metrics Engine removes the oldest archived log prior to
creating anew log. Log retention is only effective if you have alog rotation policy in place. If
you create anew log publisher, you must configure at least one log retention policy.

File Count Retention Policy. Setsthe number of log files you want the Metrics Engine to
retain. The default file count is 10 logs. If the file count is set to 1, then the log will continue
to grow indefinitely without being rotated.

Free Disk Space Retention Palicy. Sets the minimum amount of free disk space. The
default free disk space is 500 MBytes.

Size Limit Retention Policy. Sets the maximum size of the combined archived logs. The
default size limit is 500 MBytes.

Custom Retention Policy. Create a new retention policy that meets your Metrics Engine's
requirements. Thiswill require developing custom code to implement the desired log
retention policy.

Never Delete Retention Policy. Used in arare event that does not require log deletion.

To Configure the Log Retention Policy

Usedsconfi g to modify the log retention policy for the accesslogger.

$ bin/dsconfig set-Iog-publisher-prop \
--publisher-name "Fil e-Based Access Logger" \
--set "retention-policy: Free Di sk Space Retention Policy"

Managing the File-Based Error Log Publisher

The Error Log reports errors, warnings, and informational messages about events that occur
during the course of the Metrics Engin€e' s operation. Each entry in the error log records the
following properties (some are disabled by default and must be enabled):

Time Stamp. Displays the date and time of the operation. Format: DD/Month/
YYYY:HH:MM:SS <offset from UTC time>
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» Category. Specifies the message category that isloosely based on the server components.

» Severity. Specifies the message severity of the event, which defines the importance of the
message in terms of major errors that need to be quickly addressed. The default severity

levelsare: fatal -error, notice, severe-error, severe-war ni ng.
» Message I D. Specifies the numeric identifier of the message.

» Message. Storesthe error, warning, or informational message.

Error Log Example

The following example displays the error log for the Metrics Engine. The log is enabled by
default and is accessible in the <ser ver - r oot >/ | ogs/ errors file.

[21/Cct/2012: 05: 15: 23. 048 -0500] cat egor y=RUNTI ME_| NFORMATI ON severi t y=NOTI CE

msgl D=20381715 nmsg="JVM Argunents: '-Xnmx8g', '-Xnms8g', '-XX MaxNewSi ze=1g',

' - XX: NewSi ze=1g', '-XX: +UseConcMar kSweepGC , ' - XX: +CMSConcurr ent MTEnabl ed' ,

' - XX: +CMSPar al | el Remar kEnabl ed', ' - XX: +CMSPar al | el Sur vi vor Remar kEnabl ed' ,

' - XX: +CMSScavengeBef or eRemar k', ' - XX: Ref Di scoveryPol i cy=1",

' - XX: Paral | el CMSThr eads=4', '-XX: CMsMaxAbort abl ePrecl eanTi me=3600000',

'-XX: CMVBl ni tiati ngOccupancyFracti on=80', '-XX: +UsePar NewGC , ' - XX: +UseMenbar ',
' - XX: +UseBi asedLocki ng', '-XX: +UselLar gePages', '-XX +UseConpressedQops',

' - XX: Perni ze=128M, ' -XX: +HeapDunpOnCQut O MenoryError',

' - Dcom unboundi d. di rectory. server. scri pt Nane=set up' "

[21/ Cct/2012: 05: 15: 23. 081 -0500] cat egor y=EXTENSI ONS severity=NOTI CE
nmsgl D=1880555611 nsg="Admi ni strative alert type=server-starting

i d=4178daee- ba3a- 4be5- 8e07- 5bal7bf 30b71

cl ass=com unboundi d. di rectory. server. core. Metri csEngi ne

nmsg=' The Metrics Engine is starting""

[21/Cct/2012: 05: 15: 23. 585 -0500] cat egor y=CORE severi t y=NOTI CE

megl D=1879507338 nsg="Starti ng group processing for backend api-users"
[21/ Cct/2012: 05: 15: 23. 586 -0500] cat egor y=CORE severity=NOTl CE

nmsgl D=1879507339 nsg="Conpl et ed group processing for backend api-users"
[21/ Cct/2012: 05: 15: 23. 586 -0500] cat egor y=EXTENSI ONS severity=NOTI CE
nmsgl D=1880555575 nsg="' G- oup cache (2 static group(s) with 0 total
menber shi ps and 0 uni que nenbers, 0 virtual static group(s),

1 dynamic group(s))' currently consumes 7968 bytes and can grow to a maxi mum
of an unknown nunber of bytes"

[21/Cct/2012: 05: 16: 18. 011 -0500] cat egor y=CORE severi t y=NOTI CE

megl D=458887 nsg="The Metrics Engi ne (Unboundl D Metrics Engine 4.5.1.0
bui |l d 20121021003738Z, R12799) has started successfully"

To Modify the File-Based Error Logs

* Usedsconfi g to modify the default File-Based Error Log.

$ bin/dsconfig set-1og-publisher-prop \
--publisher-name "Fil e-Based Error Logger" \
--set include-product-nane:true --set include-instance-nane:true \
--set include-startup-id:true

The Monitor Backend

The Metrics Engine exposes its monitoring information under the cn=noni t or entry.
Administrators can use various means to monitor the servers, including the UnboundID Metrics
Engine, through SNMP, the Management Console, JConsole, LDAP command-line tools, and
the Periodic Stats Logger.
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The Monitor Backend contains an entry per component or activity being monitored. The list of
all monitor entries can be seen using |dapsearch as follows:

$ bin/l| dapsearch --hostnane serverl. exanpl e.com--port 1389 \
- - bi ndDN "ui d=adni n, dc=exanpl e, dc=cont - - bi ndPassword secr et
--baseDN "cn=nonitor" "(objectclass=*)" cn

The following table describes a subset of the monitor entries:

Table 11: Metrics Engine Monitoring Components

Component

Description

Active Operations

Provides information about the operations currently being processed by the Metrics
Engine. Shows the number of operations, information on each operation, and the
number of active persistent searches.

Backends

Provides general information about the state of an a Metrics Engine backend,
including the entry count. If the backend is a local database, there is a corresponding
database environment monitor entry with information on cache usage and on-disk
size.

Client Connections

Provides information about all client connections to the Metrics Engine. The client
connection information contains a name followed by an equal sign and a quoted value
(e.g., connlD="15", connectTime="201003082230382", etc.)

Connection Handlers

Provides information about the available connection handlers on the Metrics Engine,
which includes the LDAP and LDIF connection handlers. These handlers are used to
accept client connections and to read requests and send responses to those clients.

Disk Space Usage

Provides information about the disk space available to various components of the
Metrics Engine.

General Provides general information about the state of the Metrics Engine, including product
name, vendor name, server version, etc.
Index Provides on each index. The monitor captures the number of keys preloaded, and

counters for read/write/remove/open-cursor/read-for-search. These counters provide
insight into how useful an index is for a given workload.

HTTP/HTTPS Connection
Handler Statistics

Provides statistics about the interaction that the associated HTTP connection handler
has had with its clients, including the number of connections accepted, average
requests per connection, average connection duration, total bytes returned, and
average processing time by status code.

JVM Stack Trace

Provides a stack trace of all threads processing within the JVM.

LDAP Connection Handler
Statistics

Provides statistics about the interaction that the associated LDAP connection handler
has had with its clients, including the number of connections established and closed,
bytes read and written, LDAP messages read and written, operations initiated,
completed, and abandoned, etc.

Processing Time Histogram

Categorizes operation processing times into a number of user-defined buckets of
information, including the total number of operations processed, overall average
response time (ms), number of processing times between Oms and 1ms, etc.

System Information

Provides general information about the system and the JVM on which the Metrics
Engine is running, including system host name, operation system, JVM architecture,
Java home, Java version, etc.

Version Provides information about the Metrics Engine version, including build ID, version,
revision number, etc.
Work Queue Provides information about the state of the Metrics Engine work queue, which holds

requests until they can be processed by a worker thread, including the requests
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Component Description
rejected, current work queue size, number of worker threads, number of busy worker
threads, etc.

Monitoring Disk Space Usage

The disk space usage monitor provides information about the amount of usable disk space
available for Metrics Engine components. It also provides the ability to generate administrative
alerts, aswell as take additional action if the amount of usable space drops below the defined
thresholds.

Y ou can configure three threshol ds for this monitor:

» Low spacewarning threshold. Thisthreshold is defined as either a percentage or absolute
amount of usable space. If the amount of usable space drops below this threshold, then
the Metrics Engine will generate an administrative alert but will remain fully functional.
It will generate alerts at regular intervals that you configure (such as once a day) unless
action is taken to increase the amount of usable space. The Metrics Engine will also generate
additional alerts as the amount of usable space is further reduced (e.g., each time the
amount of usable space drops below avalue 10% closer to the low space error threshold).
If an administrator frees up disk space or adds additional capacity, then the server should
automatically recognize this and stop generating aerts.

» Low spaceerror threshold. Thisthreshold is also defined as either a percentage or absolute
size. Once the amount of usable space drops below this threshold, then the server will
generate an dert notification and will begin rejecting al operations requested by non-root
users with "UNAVAILABLE" results. The server should continue to generate alerts during
this time. Once the server enters this mode, then an administrator will have to take some
kind of action (e.g., running acommand to invoke atask or removing asignal file) before
the server will resume normal operation. This threshold must be less than or equal to the low
space warning threshold. If they are equal, the server will begin rejecting requests from non-
root users immediately upon detecting low usable disk space.

» Out of spaceerror threshold. Thisthreshold may also be defined as a percentage or
absolute size. Once the amount of usable space drops below this threshold, then the
UnboundID Metrics Engine will generate afinal administrative alert and will shut itself
down. Thisthreshold must be less than or equal to the low space error threshold. If they are
equal, the server will shut itself down rather than rejecting requests from non-root users.

The threshold values may be specified either as absol ute sizes or as percentages of the total
available disk space. All values must be specified as absolute values or as percentages. A mix
of absolute values and percentages cannot be used. The low space warning threshold must be
greater than or equal to the low space error threshold, the low space error threshold must be
greater than or equal to the out of space error threshold, and the out of space error threshold
must be greater than or equal to zero.

If the out of space error threshold is set to zero, then the server will not attempt to automatically
shut itself down if it detects that usable disk space has become critically low. If the amount of
usable space reaches zero, then the database will preserve its integrity but may enter a state

in which it rejects all operations with an error and requires the server (or at least the affected
backends) to be restarted. If the low space error threshold is also set to zero, then the server will
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generate periodic warnings about low available disk space but will remain fully functional for as
long as possible. If al three threshold values are set to zero, then the server will not attempt to
warn about or otherwise react to alack of usable disk space.

Monitoring with JMX

The UnboundI D Metrics Engine supports monitoring the VM ™ through a Java M anagement
Extensions (IMX ™) management agent, which can be accessed using JConsole or any other
kind of IMX client. The IMX interface provides VM performance and resource utilization
information for applications running Java. Y ou can monitor generic metrics exposed by the
JVM itsdf, including memory pooals, threads, loaded classes, and MBeans, aswell as all the
monitor information that the Metrics Engine provides. Y ou can also subscribe to receive IM X
notifications for any administrative alerts that are generated within the server.

Running JConsole

Before you can access JConsole, you must configure and enable the IMX Connection Handler
for the Metrics Engine using the dsconf i g tool. See Configuring the IMX Connection Handler
and Alert Handler.

To invoke the JConsole executable, typej consol e on the command line. If JDK_HOME is not
set in your path, you can access JConsole in the bi n directory of the JDK_HOME path.

Monitoring the Metrics Engine Using JConsole

Y ou can set up JConsole to monitor the Metrics Engine using a remote process. Make sure to
enable the IMX Connection Handler and to assign at least thej nx- r ead privilegeto aregular
user account (thej nx-not i fy privilegeisrequired to subscibe to receive IM X natifications). Do
not use aroot user account, as this would pose a security risk.

Managing Notifications and Alerts

The UnboundID Metrics Engine provides delivery mechanisms for account status notifications
and administrative alertsusing SMTP, IMX, or SNMP in addition to standard error logging.
Alerts and events reflect state changes within the server that may be of interest to a user or
monitoring service. Notifications are typically the delivery of an alert or event to a user or
monitoring service. Account status notifications are only delivered to the account owner
notifying a change in state in the account.

This chapter presents the following topics:
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Working with Administrative Alert Handlers

The UnboundID Metrics Engine provides mechanisms to send alert notifications to
administrators when significant problems or events occur during processing, such as problems
during server startup or shutdown. The Metrics Engine provides a number of alert handler
implementations, including:

Error Log Alert Handler. Sends administrative alerts to the configured server error
logger(s).

Exec Alert Handler. Executes a specified command on the local system if an administrative
alert matching the criteriafor this aert handler is generated by the Metrics Engine.
Information about the administrative alert will be made avail able to the executed application
as arguments provided by the command.

Groovy Scripted Alert Handler. Provides aert handler implementations defined in a
dynamically-loaded Groovy script that implementsthe Scri pt edAl ert Handl er class defined
in the Server SDK.

JMX Alert Handler. Sends administrative aerts to clients using the Java Management
Extensions (JM X) protocol. UnboundID uses IMX for monitoring entries and requires that
the IMX connection handler be enabled.

SMTP Alert Handler. Sends administrative alerts to clients via email using the Simple Mail
Transfer Protocol (SMTP). The server requires that one or more SMTP servers be defined in
the global configuration.

SNMP Alert Handler. Sends administrative alerts to clients using the Simple Network
Monitoring Protocol (SNMP). The server must have an SNM P agent capable of
communicating via SNMP 2c.

SNM P Subagent Alert Handler. Sends SNMP traps to a master agent in response to
administrative alerts generated within the server.

Third Party Alert Handler. Provides alert handler implementations created in third-party
code using the Server SDK.

Administrative Alert Types

If enabled, the Metrics Engine can generate administrative alerts when the events occur. The
Alert types are presented in the table below.

Table 12: Administrative Alert Types

Alert Type Severity Description

access-control-change Info Indicates that access control configuration has been
changed.

access-control-disabled Warning Indicates that access control evaluation has been disabled.

access-control-enabled Info Indicates that access control evaluation has been enabled.
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Alert Type Severity Description

access-control-parse-failure Error Indicates that an error occurred while attempting to parse
an access control rule.

access-log-criteria-matched Info Indicates that an access log message matched the criteria
for the admin alert access log publisher.

backend-end-initialization-failed Error Indicates that an attempt to initialize the backend failed.

cannot-acquire-shared-backend-lock Error Indicates that an error occurred while attempting to acquire
a shared backend lock.

cannot-copy-schema-files Error Indicates that an error occurred while attempting to copy
schema files during a schema update.

cannot-decode-entry Error Indicates that an error occurred while attempting to decode
an entry stored in a backend.

cannot-find-recurring-task Error Indicates that the definition for a recurring task could not
be found.

cannot-register-backend Error Indicates that an error occurred while trying to register a
backend.

cannot-register-shared-backend-lock Error Indicates that an error occurred while trying to release a
shared backend lock.

cannot-rename-current-task-file Error Indicates that an error occurred while trying to rename the
current task backing file.

cannot-rename-new-task-file Error Indicates that an error occurred while trying to rename the
new task backing file.

cannot-restore-backup Error Indicates that an error occurred while trying to restore a
backup.

cannot-schedule-recurring-task-iteration Error Indicates that an error occurred while trying to schedule a
recurring task iteration.

cannot-write-configuration Error Indicates that an error occurred while trying to write the
updated server configuration.

cannot-write-new-schema-files Error Indicates that an error occurred while trying to update
schema files.

cannot-write-server-state-file Error Indicates that an error occurred while attempting to write
the server status file.

cannot-write-task-backing-file Error Indicates that an error occurred while trying to write the
task backing file.

config-change Info Indicates the a configuration change has been made in the
server.

deadlock-detected Error Indicates that a deadlock has been detected in the JVMTM
in which the Metrics Engine is running.

duplicate-alerts-suppressed Error Indicates that duplicate alert notifications have been
suppressed.

entering-lockdown-mode Warning Indicates that the server is entering lockdown mode, in
which it will only allow operations from root users.

external-config-file-edit-handled Warning Indicates that the server has detected an external edit to
the configuration file with the server online, but that it was
able to copy the modifications into a separate file without
applying them.

external-config-file-edit-handled Warning Indicates that the server has detected an external edit to

the configuration file with the server online, but that it was
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Alert Type Severity Description
able to copy the modifications into a separate file without
applying them.

external-config-file-edit-lost Error Indicates that the server has detected an external edit to
the configuration file with the server online and was unable
to copy the modifications into a separate file.

external-server-initialization-failed Error Indicates that an attempt to initialize an external server
failed.

force-gc-complete Info Indicates that the server has completed a forced garbage
collection.

force-gc-starting Info Indicates that the server is about to force a synchronous
garbage collection.

index-degraded Warning Indicates that a backend is operating with a degraded
index that needs to be rebuilt before that index may be
used.

index-rebuild-completed Info Indicates that a backend is in the progress of rebuilding
one or more indexes.

index-rebuild-in-progress Info Indicates that a backend is in the progress of rebuilding
one or more indexes.

invalid-privilege Warning Indicates that a user has been configured with an invalid
privilege.

je-recovery-required Fatal Indicates that a backend using the Oracle Berkeley DB
Java Edition (JE) has encountered a server error and
requires recovery.

Idap-connection-handler-cannot-listen Fatal Indicates that an error occurred when the LDAP
connection handler tried to start listening for client
connections and therefore the connection handler will be
disabled.

Idap-connection-handler-consecutive- Fatal Indicates that the LDAP connection handler has

failures experienced consecutive failures and will be disabled.

Idap-connection-handler-uncaught-error Fatal Indicates that the LDAP connection handler has
encountered an uncaught error and will be disabled.

Idif-backend-cannot-write Error Indicates that an error occurred while trying to write the
backing file for the LDIF backend.

Idif-connection-handler-io-error Error Indicates that the LDIF connection handler encountered an
I/O error that prevented it from processing.

Idif-connection-handler-parse-error Error Indicates that the LDIF connection handler encountered an
I/0 error that has prevented it from processing.

leaving-lockdown-mode Info Indicates that the server is leaving lockdown mode and
resuming normal operation.

logging-error Error Indicates that an error occurred while attempting to log a
message.

low-disk-space-error Error Indicates that the amount of usable disk space has
dropped below the low space error threshold.

low-disk-space-warning Warning Indicates that the amount of usable disk space has

dropped below the configured low space warning
threshold.
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Alert Type Severity Description

low-disk-space-warning Warning Indicates that the amount of usable disk space has
dropped below the configured low space warning
threshold.

out-of-disk-space-error Fatal Indicates that the amount of usable disk space has
dropped below the configured out of space error threshold.

replication-backlogged Warning Indicates that the replication backlog has exceeded the
replication backlog count alert threshold for longer than the
replication backlog duration alert threshold.

replication-backlog Warning Indicates that a replication server has known changes that
have not been applied yet.

replication-monitor-data-unresolved Warning Indicates that replication monitor data is unavailable from
cn=monitor.

replication-unresolved-conflict Error Indicates that the multi-master replication cannot
automatically resolve a conflict.

replication-plugin-message-serialization-  |Warning Indicates that the replication plug-in failed to serialize or

failure de-serialize a replication message.

replication-replay-failed Error Indicates that the server has failed to replay a replication
operation.

replication-server-changelog-failure Error Indicates that the replication server encountered an error
while accessing the replication changelog database.

replication-server-listen-failure Error Indicates that the replication server encountered an
error while trying to listen on the configured replication
port. There may be another application listening on the
same port or the replication server host name may not be
resolvable. Check the replication server configuration.

replication-unresolved-conflict Error Indicates that the server has detected a replication conflict
that could not be resolved.

server-jym-paused Warning Indicates that the server's JVM paused for some reason
possibly due to misconfiguration.

server-shutting-down Info Indicates that the server has begun the shutdown process.

server-started Info Indicates that the server has completed that startup
process.

server-starting Info Indicates that the server is starting.

system-nanotime-stopped Error Indicates that System.nanoTime() has stopped advancing.

thread-exit-holding-lock Error Indicates that a thread has exited while still holding one or
more locks.

uncaught-exception Error Indicates that the server has detected an uncaught
exception that may have caused a thread to terminate.

unique-attribute-sync-conflict Error Indicates that the server has detected a unique attribute
conflict that was introduced from synchronization.

unique-attribute-sync-error Error Indicates that the server has encountered an error
while attempting to detect unique attribute conflicts via
synchronization.

unrecognized-alert-type Error Indicates that an unrecognized alert type was

encountered. This should never be used for any alert that
is generated, but only for cases in which the server needs
to create an alert type from a string but the string does not
match any recognized type.
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Alert Type Severity Description

user-defined-error Error Indicates that an error alert notification has been
generated by third-party code.

user-defined-fatal Fatal Indicates that a fatal error alert notification was generated
by third-party code.

user-defined-info Info Indicates that an informational alert notification was
generated by third-party code.

user-defined-warning Warning Indicates that a warning alert notification was generated by
third-party code.

worker-thread-caught-error Error Indicates that a worker thread caught an unexpected error.

work-queue-backlogged Error Indicates that the work queue has become significantly
backlogged and operations have been required to wait a
significant length of time to be processed.

work-queue-full Error Indicates that the work queue is full and has rejected a
client request.

work-queue-no-threads-remaining Fatal Indicates that all worker threads have been terminated due
to errors and the server must shut down.

worker-thread-caught-error Error Indicates that a worker thread has caught an unexpected
error that has caused it to be terminated.

Configuring the JMX Connection Handler and Alert Handler

Y ou can configure the IMX connection handler and alert handler respectively using the
dsconfi g tool. Any user allowed to receive IMX notifications must have thej nx-r ead and

j m-not i fy privileges. By default, these privileges are not granted to any users (including root
users or global administrators). For security reasons, we recommend that you create a separate
user account that does not have any other privileges but these. Although not shown in this
section, you can configure the IMX connection handler and alert handler using dsconfi g in
interactive command-line mode, which is visible on the " Standard" object menu.

To Configure the JMX Connection Handler

1. Usedsconfi g to enable the IMX Connection Handler.

$ bin/dsconfig set-connection-handl er-prop \
--handl er- nanme "JMX Connecti on Handl er"” \
--set enabl ed:true \
--set listen-port: 1689

2. Add anew non-root user account with thej mx-read andj mx- noti fy privileges. This
account can be added using the | daprodi fy tool using an LDIF representation like:

dn: cn=JMX User, cn=Root DNs, cn=config
changet ype: add

obj ectCl ass: top

obj ect Gl ass: person

obj ect Cl ass: organi zati onal Person
obj ect G ass: inet OrgPerson

obj ect O ass: ds-cfg-root-dn-user
gi venNane: JMX

sn: User

cn: JMX User

user Passwor d: password
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ds-cfg-inherit-default-root-privileges: false
ds- cf g-al ternat e- bi nd-dn: cn=JMX User
ds-privil ege-nanme: jnx-read

ds-privil ege-name: jnx-notify

To Configure the JMX Alert Handler

e Usedsconfi g to configure the IMX Alert Handler.

$ bin/dsconfig set-al ert-handl er-prop --handl er-nane "JMX Alert Handl er" \
--set enabl ed:true

Configuring the SMTP Alert Handler

By default, there is no configuration entry for an SMTP alert handler. To create a new instance
of an SMTP alert handler, use thedsconfi g tool.

Configuring the SMTP Alert Handler

e Usethedsconfi g tool to configure the SMTP Alert Handler.

$ bin/dsconfig cr eat e-al ert-handl er \
--handl er-name "SMIP Al ert Handler" \
--type sntp \
--set enabl ed:true \
--set "sender-address: al ert s@xanpl e. cont' \
--set "recipient-address: adm ni strat ors@xanpl e. cont' \
--set "nmessage-subject:Directory Adnmin Alert \% %l ert-type\%% \
--set "nmessage-body: Admini strative alert:\\n\% %l ert-nessage\ % %

Configuring the SNMP Subagent Alert Handler

Y ou can configure the SNMP Subagent alert handler using the dsconfi g tool, which isvisible
at the "Standard" object menu. Before you begin, you need an SNM P Subagent capable of
communicating via SNMP2c. For more information on SNMP, see Monitoring Using SNMP.

To Configure the SNMP Subagent Alert Handler

* Usedsconfi g to configure the SNMP subagent alert handler. The ser ver - host - nane isthe
address of the system running the SNMP subagent. The ser ver - port isthe port number on
which the subagent is running. The cormuni t y- name is the name of the SNMP community
that is used for the traps.

The Metrics Engine also supports a SNMP Alert Handler, which is used in deployments that
do not enable an SNMP subagent.

$ bin/dsconfig set al ert-handl er-prop \
--handl er-name "SNWP Subagent Al ert Handl er" \
--set enabled:true \
--set server-host-nane: host2 \
--set server-port: 162 \
--set community-nane: public
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Working with the Alerts Backend

The Metrics Engine stores recently generated admin alertsin an Alerts Backend under the

cn=al ert s branch. The backend makes it possible to obtain admin aert information over LDAP
for use with remote monitoring. The backend's primary job is to process search operations for
aerts. It does not support add, modify, or modify DN operations of entriesinthecn=al ert s
backend.

The alertspersist on disk intheconfig/al erts. | dif fileso that they can survive server
restarts. By default, the alerts remain on disk for seven days before being removed. However,
administrators can configure the number of days for aert retention using the dsconf i g tool.
The administrative alerts of Warning level or worse that have occurred in the last 48 hours are
viewable from the output of the status command-line tool and in the Management Console.

To View Information in the Alerts Backend

e Usel dapsear ch to view the admin aerts.

$ bin/l dapsearch --port 1389 --bindDN "cn=Directory Manager" \
--bi ndPassword secret --baseDN cn=alerts "(objectclass=*)"

dn: cn=alerts

obj ectCl ass: top

obj ectCl ass: ds-al ert-root
cn: alerts

dn: ds-al ert-id=3d1857a2-e8cf - 4e80- acOe- ba933be59eca, cn=al erts

obj ectCl ass: top

obj ect Cl ass: ds-admi n-al ert

ds-alert-id: 3d1857a2- e8cf-4e80-ac0e-ba933be59eca

ds-alert-type: server-started

ds-alert-severity: info

ds-alert-type-oid: 1.3.6.1.4.1.32473.2.11.33

ds-alert-time: 20110126041442. 6227

ds-al ert-generator: com unboundi d. directory.server.core.netrics. engi ne
ds-al ert-nessage: The Metrics Engine has started successfully

To Modify the Alert Retention Time

1. Usedsconfi g to change the maximum time information about generated admin alertsis
retained in the Alerts backend. After thistime, the information gets purged from the Metrics
Engine. The minimum retention time is 0 milliseconds, which immediately purges the alert
information.

$ bin/dsconfig set-backend-prop --backend-nane "alerts" \
--set "alert-retention-tinme: 2 weeks"
2. View the property using dsconfi g.

$ bin/dsconfig get-backend-prop --backend-nanme "alerts" \
--property alert-retention-tinme

Property : Val ue(s)
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alert-retention-tinme : 2 w

To Configure Duplicate Alert Suppression

e Usedsconfi g to configure the maximum number of times an alert is generated within a
particular timeframe for the same condition. The dupl i cate-al ert-tinme-1init property
specifies the length of time that must pass before duplicate messages are sent over the
administrative alert framework. Thedupl i cate-al ert-1imit property specifiesthe
maximum number of duplicate alert messages should be sent over the administrative alert
framework in the time limit specified inthe dupl i cate-al ert-time-1imit property.
$ bin/dsconfig set-gl obal -configuration-prop \

--set duplicate-alert-limt:2 \
--set "duplicate-alert-time-limt:3 mnutes”

Command-Line Tools

The UnboundID Metrics Engine provides afull suite of command-line tools necessary to
administer the server. The command-line tools are available in the bi n directory for UNIX or
Linux systems and bat directory for Microsoft Windows systems.

This chapter presents the following topics:

Using the Help Option

Each command-line utility provides a description of the subcommands, arguments, and usage
examples needed to run the tool. Y ou can view detailed argument options and examples by
typing - - hel p with the command.

bi n/dsconfig --help

For those utilities that support additional subcommands (for example, dsconfi g), you can get a
list of the subcommands by typing - - hel p- subconmands.

bi n/dsconfig --hel p- subconmands

Y ou can also get more detailed subcommand information by typing - - hel p with the specific
subcommand.

bi n/dsconfig |ist-|og-publishers --help

Note: For detailed information and examples of the command-line tools, see

i the UnboundI D Metrics Engine Command-Line Tool Reference.
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Available Command-Line Utilities

The Metrics Engine provides the following command-line utilities, which can be run directly in
interactive, non-interactive, or script mode.

Table 13: Command-Line Utilities

Command-Line Tools Description

backup Run full or incremental backups on one or more Metrics Engine backends. This
utility also supports the use of a properties file to pass predefined command-line
arguments. See Managing the tools.properties File for more information.

base64 Encode raw data using the base64 algorithm or decode base64-encoded data
back to its raw representation.

collect-support-data Collect and package system information useful in troubleshooting problems. The
information is packaged as a ZIP archive that can be sent to a technical support
representative.

create-rc-script Create an Run Control (RC) script that may be used to start, stop, and restart the

Metrics Engine on UNIX-based systems.

dsconfig View and edit the Metrics Engine configuration.

dsframework Manage administrative server groups or the global administrative user accounts
that are used to configure servers within server groups.

dsjavaproperties Configure the JVM arguments used to run the Metrics Engine and associated
tools. Before launching the command, edit the properties file located in conf i g/
j ava. properti es to specify the desired JVM options and JAVA_HOME
environment variable.

Idapmodify Perform LDAP modify, add, delete, and modify DN operations in the Metrics
Engine.

Idappasswordmodify Perform LDAP password modify operations in the Metrics Engine.

Idapsearch Perform LDAP search operations in the Metrics Engine.

Idif-diff Compare the contents of two LDIF files, the output being an LDIF file needed to
bring the source file in sync with the target.

Idifmodify Apply a set of modify, add, and delete operations against data in an LDIF file.

manage-extension Install or update extension bundles. An extension bundle is a package of

extension(s) that utilize the Server SDK to extend the functionality of the
UnboundID Metrics Engine. Extension bundles are installed from a zip archive or
file system directory. The Metrics Engine will be restarted if running to activate the
extension(s).

metric-engine-schema Show current and required UnboundID Metrics Engine DBMS schema version
information.
monitored-servers Configure the set of servers to be monitored by this Metrics Engine and prepare

external servers for monitoring.

guery-metric Explore collected monitoring data by forming queries for charts and data.
queryrate Execute metric queries.

restore Restore a backup of the Metrics Engine backend.

revert-update Returns a server to the version before the last update was performed.
review-license Review and/or indicate your acceptance of the product license.
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Command-Line Tools Description

server-state View information about the current state of the Metrics Engine process.
setup Perform the initial setup for the Metrics Engine instance.
start-metrics-engine Start the Metrics Engine.

status Display basic server information.

stop-metrics-engine Stop or restart the Metrics Engine.

sum-file-sizes Calculate the sum of the sizes for a set of files.

summarize-config Generate a configuration summary of either a remote or local Metrics Engine

instance. By default, only basic components and properties will be included. To
include advanced components, use the - - advanced option.

uninstall Uninstall the Metrics Engine.

update Update the Metrics Engine to a newer version by downloading and unzipping the
new server install package on the same host as the server you wish to update.
Then, use the updat e tool from the new server package to update the older
version of the server. Before upgrading a server, you should ensure that it is
capable of starting without severe or fatal errors. During the update process, the
server is stopped if running, then the update performed, and a check is made to
determine if the newly updated server starts without major errors. If it cannot start
cleanly, the update will be backed out and the server returned to its prior state.
See the r evert - updat e tool for information on reverting an update.

Managing the tools.properties File

The UnboundID Metrics Engine supports the use of atools properties file that smplifies
command-line invocations by reading in a set of arguments for each tool from atext file.

Each property isin the form of name/value pairs that define predetermined values for atool’s
arguments. Properties files are convenient when quickly testing the Metrics Engine in multiple
environments.

The Metrics Engine supports two types of properties file: default properties files that can be
applied to al command-line utilities or tool-specific properties file that can be specified using
the - - properti esFi | ePat h option. You can override al of the Metrics Engine's command-line
utilities with a propertiesfile using the confi g/ t ool s. properti es file.

Creating a Tools Properties File

Y ou can create a properties file with atext editor by specifying each argument, or option,
using standard Java properties file format (name=value). For example, you can create asimple
properties file that define a set of LDAP connection parameters as follows:

host name=ser ver 1. exanpl e. com
port=1389

bi ndDN=cn=Di r ect ory\ Manager
bi ndPasswor d=secr et

Next, you can specify the location of thefile using the - - properti esFil ePath /path/t o/

Fi | e option with the command-line tool. For example, if you save the previous propertiesfile
ashbi n/ nyt ool . properti es, you can specify the path to the properties file with | dapsear ch as
follows:
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$ bin/l dapsearch --propertiesFilePath bin/nytools.properties "(objectclass=*)"

Propertiesfiles do not allow quotation marks of any kind around values. Any spaces or special
characters should be escaped. For example,

bi ndDN=cn=QA\ Manager s, ou=gr oups, dc=exanpl e, dc=com

The following is not allowed asit contains quotation marks:

bi ndDN=cn=" QA Manager s, ou=gr oups, dc=exanpl e, dc=cont

Tool-Specific Properties

The Metrics Engine also supports properties for specific tool options using the format:

t ool . opti on=val ue. Tool-specific options have precedence over general options. For example,
the following propertiesfile uses| dapsear ch. por t =2389 for | dapsear ch requests by the client.
All other tools that use the properties file uses por t =1389.

host nanme=ser ver 1. exanpl e. com
port=1389

| dapsear ch. port =2389

bi ndDN=cn=Di r ect ory\ Manager

Another example using the dsconf i g configuration tool is as follows:

host name=ser ver 1. exanpl e. com

port=1389

bi ndDN=cn=Di r ect ory\ Manager

dsconfi g. bi ndPasswor dFi | e=/ ds/ confi g/ passwor d

Note: The. bi ndPasswor dFi | e property requires an absolute path. If

L you were to specify ~/ ds/ conf i g/ passwor d, where ~ refers to the home
- directory, the server does not expand the ~ value when read from the
propertiesfile.

Specifying Default Properties Files

The Metrics Engine provides a default properties files that apply to all command-line utilities
used in client requests. A default propertiesfile, t ool s. properti es, islocated in the <ser ver -
root >/ confi g directory.

If you place a custom properties file that has a different filename ast ool s. properti es inthis
default location, you need to specify the path using the - - pr oper t i esFi | ePat h option. If you
make changesto thet ool s. properti es file, you do not need the - - properti esFil ePat h
option. See the examplesin the next section.

Evaluation Order Summary

The Metrics Engine uses the following evaluation ordering to determine options for a given
command-line utility:
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» All options used with a utility on the command line takes precedence over any optionsin any
propertiesfile.

* Ifthe--propertiesFil ePath option isused with no other options, the Metrics Engine takes
its options from the specified propertiesfile.

 |If no options are used on the command line including the - - proper ti esFi | ePat h option
(and - - noPr oper ti esFi | ), the Metrics Engine searches for thet ool s. properti es fileat
&l t; server-root>

» If no default properties file is found and a required option is missing, the tool generates an
error.

» Tool-specific properties (for example, | dapsear ch. por t =3389) have precedence over
general properties (for example, por t =1389).

Evaluation Order Example

Given the following propertiesfile that is saved as <ser ver - r oot >/ bi n/ t ool s. properti es:

host nane=ser ver 1. exanpl e. com
port=1389

bi ndDN=cn=Di r ect ory\ Manager
bi ndPasswor d=secr et

The Metrics Engine locates a command-line options in a specific priority order.

1. All options presented with the tool on the command line take precedence over any options
in any propertiesfile. In the following example, the client request is run with the options
specified on the command line (port and baseDN). The command uses the bi ndDN and
bi ndPasswor d arguments specified in the propertiesfile.

$ bin/l dapsearch --port 2389 --baseDN ou=Peopl e, dc=exanpl e, dc=com \
--propertiesFilePath bin/tools.properties “(objectclass=*)"
2. Next, if you specify the propertiesfile using the - - pr oper t i esFi | ePat h option and no other
command-line options, the Metrics Engine uses the specified properties file as follows:
$ bin/l dapsearch --propertiesFilePath bin/tools.properties \
“(obj ectclass=*)"
3. If no options are presented with the tool on the command line and the - - noPr operti esFil e

option is not present, the Metrics Engine attempts to locate any default t ool s. properti es
filein the following location:

<server-root>/config/tools. properties

Assume that you move your tools.properties file from <ser ver - r oot >/ bi n to the <ser ver -
root >/ confi g directory. Y ou can then run your tools as follows:

$ bin/l dapsearch "(objectclass=*)"

The Metrics Engine can be configured so that it does not search for any propertiesfile
by using the - - noPr operti esFi | e option. This optionstells the Metrics Engine to use
only those options specified on the command line. The - - properti esFi | ePat h and - -
noPr operti esFi | e options are mutually exclusive and cannot be used together.

4. If nodefault t ool s. properti es fileisfound and no options are specified with the
command-line tool, then the tool generates an error for any missing arguments.
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Chapter
7 Managing Security

The UnboundID Metrics Engine provides afull suite of security features to secure
communication between the client and the server, to establish trust between components (for
example, for replication and administration), and to secure data. Internally, the Metrics Engine
uses cryptographic mechanisms that |everage the Java JRE’' s Java Secure Sockets Extension
(JSSE) implementation of the SSL protocol using Key Manager and Trust Manager providers
for secure connection integrity and confidentiality, and the Java Cryptography Architecture
(JCA) for data encryption.

This chapter presents procedures to configure security and covers the following topics:
Topics:

e Summary of the UnboundID Metrics Engine Security Features
e Metrics Engine SSL and StartTLS Support

* Managing Certificates

» Configuring the Key and Trust Manager Providers

» Configuring SSL in the Metrics Engine

« Configuring StartTLS

* Authentication Mechanisms

»  Working with SASL Authentication

» Configuring Pass-Through Authentication

* Adding Operational Attributes that Restrict Authentication
» Configuring Certificate Mappers

137



Managing Security

Summary of the UnboundID Metrics Engine Security

Features

The UnboundID Metrics Engine supports a strong set of cryptographic and other mechanisms to
secure communication and data. The following security-related features are available:

SSL/StartTL S Support. The Metrics Engine supports the use of SSL and StartTLSto
encrypt communication between the client and the server. Administrators can configure
different certificates for each connection handler, or use the same certificate for all
connection handlers. Additionally, the server allows for more fine-grained control of the
key material used in connecting peersin SSL handshakes and trust material for storing
certificates.

M essage Digest/Encryption Algorithms. The Metrics Engine supports the use of a number
of one-way message digests (e.g., CRYPT, 128-bit MD5, 160-bit SHA-1, and 256-hit,
384-bit, and 512-bit SHA-2 digests with or without salt) as well as a number of reversible
encryption algorithms (BASE64, 3DES, AES, RC4, and Blowfish) for storing passwords.
Note that even if passwords are encoded using reversible encryption, that encryptionis
intended for use only within the server itself, and the passwords will not be made available
to administrators in unencrypted form. It is generally recommended that encrypted password
storage only be used if you anticipate using an authentication mechanism that requires the
server to have access to the clear-text representation of passwords, like CRAM-MDS5 or
DIGEST-MD5.

SASL Mechanism Support. The Metrics Engine supports a number of SASL mechanisms,
including ANONYMOUS, CRAM-MD5, DIGEST-MD5, EXTERNAL, PLAIN, and
GSSAPI. In some vendors' directory servers, the use of CRAM-MD5 and DIGEST-MD5
requires that the server have access to the clear-text password for a user. In this case, the
server supports reversible encryption to store the passwords in a more secure encoding than
clear text. The server also supports two types of one-time password (OTP) mechanisms for
multi-factor authentication: UNBOUNDID-TOTP SASL and UNBOUNDID-DELIVERED-
OTP SASL. The proprietary UNBOUNDID-TOTP SASL mechanism allows multi-factor
authentication to the server using the time-based one-time password (TOTP) code. The
proprietary UNBOUNDID-DELIVERED-OTP SASL mechanism allows multi-factor
authentication to the server by delivering a one-time password to the the end user through
some out-of-band channel, such as email or SMS.

Password Policy Support. The Metrics Engine provides extensive password policy

support including features, like customizable password attributes, maximum password

age, maximum password reset age, multiple default password storage schemes, account
expiration, idle account lockout and others. The server also supports a number of password
storage schemes, like one-way digests (CRY PT, MD5, SMD5, SHA, SSHA, SSHA 256,
SSHA384, SSHA512) and reversible encryption (BASE64, 3DES, AES, RC4, BLOWFISH).
Administrators can also use a number of password validators, like maximum password
length, similarity to current password and the set of characters used. See the chapter on
Password Policies for more information.

Full-Featured Access Control System. The Metrics Engine provides a full-featured access
control subsystem that determines whether a given operation is allowable based on awide
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range of criteria. The access control system allows administrators to grant or restrict accessto
data, restrict the use of specific types of controls and extended operations and provides strong
validation for access control rules before accepting them. See the chapter on Access Control
for more information.

» Client Connection Policies Support. The Metrics Engine provides the ability to control
which clients get connected to the server, how they can get connected to the system, and
what resources or operations are available to them. For example, administrators can set up
client connection criteria that blacklists | P addresses or domains that are known to attempt
brute force attacks. Likewise, client connection policies can be configured to restrict the type
of operations, controls, extended-operations, SASL mechanisms, search filters and resource
limits available to the client. For example, you can configure a client connection policy that
limits the number of concurrent connections or rejects all requests on unsecured connections.

» Backup Protection. The Metrics Engine provides the ability to protect the integrity of
backup contents using cryptographic digests and encryption. When generating a backup,
the administrator has an option to generate a cryptographic digest of the backup contents
and also optionally to digitally sign that digest. The server also has options to compress
and/or encrypt the contents of the backup. When restoring the backup, the server can verify
that the digest matches the content of the backup and generates an error if the backup has
been changed from when it was initially written, making it tamper-evident. The server also
provides the ability to verify the integrity of a backup without actually restoring it. See
chapter on Backing Up and Restoring Data for more information.

Metrics Engine SSL and StartTLS Support

The UnboundID Metrics Engine supports the use of SSL and/or StartTL S to secure
communication with clients and other components in your environment.

Note: Although theterm "SSL" (Secure Sockets Layer) has been superceded
by "TLS" (Transport-Layer Security), the older term "SSL" will continue to

[ be used in this document to make it easier to distinguish between the use of
TLS asagenera mechanism for securing communication and the specific
use of the StartTL S extended operation.

The supported versions of SSL or StartTL S are determined by what the underlying VM
supports. The server will automatically look at the supported protocols and attempt to determine
the best one to use.

When using Oracle Java SE 1.7, version TLSv1.2 is preferred by the server. A particular
protocol can be specified by setting the com unboundi d. util. SSLUti | . def aul t SSLPr ot ocol

property
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LDAP-over-SSL (LDAPS)

The Metrics Engine provides the option of using dedicated connection handlers for LDAPS
connections. LDAPS differs from LDAP in that upon connect, the client and server establish an
SSL session before any LDAP messages are transferred. LDAPS connection handlers with SSL
enabled may only be used for secure communication, and connections must be closed when the
SSL session is shut down.

StartTLS Support

The StartTL S extended operation provides a means to add SSL encryption to an existing plain-
text LDAP connection. The client opens an unencrypted TCP connection to the server and, after
processing zero or more LDAP operations over that clear-text connection, sends a StartTLS
extended request to the server to indicate that the client-server communication should be
encrypted.

To require the use of SSL for client connections accepted by a connection handler, set use- ssli
to true for that connection handler. To allow clientsto use StartTL S on a connection handler,

the administrator must configure that connection handler to allow StartTLS. Because SSL

and StartTL S are mutually exclusive, you cannot enable both SSL and StartTL S for the same
connection handler (although you can have some connection handlers configured to use SSL and
others configured to use StartTLS).

Managing Certificates

Y ou can generate and manage certificates using a variety of commonly available tools, such as
the Javakeyt ool utility, which is akey and certificate management utility provided with the
Java SDK. Thekeyt ool utility can be used to create keystores, which hold key material used in
the course of establishing an SSL session, and truststores, which may be consulted to determine
whether a presented certificate should be trusted.

Because there are numerous ways to create or obtain certificates, the procedures in this section
will only present basic stepsto set up your certificates. Many companies have their own
certificate authorities or have existing certificates that they use in the servers, and in such
environments you should follow the guidelines specific to your company’ s implementation.

The UnboundID Metrics Engine supports three keystore types. Java Keystore (JKS), PKCS#12,
and PKCS#11.

» JavaKeystore (JKS). In most Java SE implementations, the JKS keystore is the default
and preferred keystore format. JKS keystores may be used to hold certificates for other
Java-based applications, but such keystores are likely not compatible with non-Java-based
applications.

* PKCS#12. Thiskeystore type is awell-defined standard format for storing a certificate
or certificate chain, and may be used to hold certificates already in use for other types of
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servers. Most other servers that provide a proprietary format for storing certificates provide a
mechanism for converting those certificates to PK CS#12.

PK CS#11. Also, known as Cryptoki (pronounced "crypto-key") isaformat for cryptographic
token interfaces for devices, such as cryptographic smart cards, hardware accelerators,

and high performance software libraries. PK CS#11 tokens may also offer a higher level of
security than other types of keystores, and many of them have been FIPS 140-2 certified and
may be tamper-evident or tamper-resi stant.

Authentication Using Certificates

The Metrics Engine supports two different mechanisms for certificate-based authentication:

Client Certificate Validation. The Metrics Engine can request the client to present its own
certificate for client authentication during the SSL or StartTL S negotiation process. If the
client presents a certificate, then the server will use the trust manager provider configured
for the associated connection handler to determine whether to continue the process of
establishing the SSL or StartTLS session. If the client certificate is not accepted by the
trust manager provider, then the server will terminate the connection. Note that even if the
client provides its own certificate to the server during the process of establishing an SSL or
StartTL S session, the underlying LDAP connection may remain unauthenticated until the
client sends an LDAP bind request over that connection.

SASL EXTERNAL Certificate Authentication. The SASL EXTERNAL mechanismis
used to allow aclient to authenticate itself to the Metrics Engine using information provided
outside of LDAP communication. In the Metrics Engine, that information must come in the
form of aclient certificate presented during the course of SSL or StartTL S negotiation. Once
the client has established a secure connection to the server in which it provided its own client
certificate, it may send a SASL EXTERNAL bind request to the server to request that the
server attempt to identify the client based on information contained in that certificate. The
server will then use a certificate mapper to identify exactly one user entry that corresponds
to the provided client certificate, and it may optionally perform additional verification (e.g.,
requiring the certificate the client presented to be present in theuser Certi fi cat e attribute
of the user’s entry). If the certificate mapper cannot identify exactly one user entry for that
certificate, or if its additional validation is not satisfied, then the bind attempt will fail and the
client connection will remain unauthenti cated.

Creating Server Certificates using Keytool

Y ou can generate and manage certificates using the keyt ool utility, which is available in the
Java 1.6 SDK. Thekeyt ool utility isakey and certificate management utility that allows users
to manage their public/private key pairs, x509 certificate chains and trusted certificates. The
utility also stores the keys and certificates in a keystore, which is a password-protected file
with a default format of JKS although other formats like PK CS#12 are available. Each key and
trusted certificate in the keystore is accessed by its unique aias.
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To Create a Server Certificate using Keytool

1. Change to the directory where the certificates will be stored.

$ cd /ds/ Unboundl D- Metri cs- Engi ne/ config

2. Usethekeyt ool Utility to create a private/public key pair and akeystore. The keyt ool utility

is part of the Java SDK. If you cannot access the utility, make sure to change your path to
include the Java SDK (${ JAVA_HOVE}/ bi n) directory.

The following command creates a keystore named "keystore", generates a public/private key
pair and creates a self-signed certificate based on the key pair. This certificate can be used
asthe server certificate or it can be replaced by a CA-signed certificate chain if additional
keyt ool commands are executed. Self-signed certificates are only convenient for testing
purposes, they are not recommended for use in deployments in which the set of clientsis
not well-defined and carefully controlled. If clients are configured to blindly trust any server
certificate, then they may be vulnerable to man-in-the-middle attacks.

The - dname option is used to specify the certificate’ s subject, which generaly includesa CN
attribute with avalue equal to the fully-qualified name that clients will use to communicate
with the Metrics Engine. Some clients may refuse to establish an SSL or StartTL S session
with the server if the certificate subject contains a CN value which does not match the
address that the client istrying to use, so this should be chosen carefully. If the - dnanme
option is omitted, you will be prompted for input. The certificate will be valid for 180 days.

$ keytool -genkeypair \

-dnane "CN=server. exanpl e.com ou=Metrics Engine Certificate,
O=Exanpl e Conpany, C=US"\

-alias server-cert \
-keyalg rsa \
- keystore keystore \
- keypass changeit \
-storepass changeit \
-storetype JKS \
-validity 180 \
- nopr onpt

Note: The- keypass and - st or epass arguments can be omitted to cause
[ thetool to interactively prompt for the password. Also, the key password
should match the keystore password.

. View the keystore. Natice the entry typeispri vat eKeyEnt ry which indicates that the

entry has a private key associated with it, which is stored in a protected format to prevent
unauthorized access. Also note that the Owner and the Issuer are the same, indicating that
this certificate is self-signed.

$ keytool -list -v -keystore keystore -storepass changeit

Keystore type: JKS
Keyst ore provider: SUN

Your keystore contains 1 entry
Alias nanme: server-cert

Creation date: Sep 30, 2011
Entry type: PrivateKeyEntry
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Certificate chain length: 1
Certificate[1]:
Omner: CN=server.exanple.com OU=Metrics Engine Certificate, O=Exanple Conpany, C=US
I ssuer: CN=server.exanple.com OU=Metrics Engine Certificate, O=Exanple Conpany,
C=Us
Serial nunber: 4ac3695f
Valid from Wed Sep 30 09:21:19 CDT 2011 until: Mn Mar 29 09:21:19 CDT 2012
Certificate fingerprints:
MD5: 3C:. 7B: 99: BA: 95: A8: 41: 3B: 08: 85: 11: 91: 1B: E1: 18: 00
SHAL1: E9: 7E: 38: OF: 1C: 68: 29: 29: C0: B4: 8C: 08: 2B: 7C: DA: 14: BF: 41: DE: F5
Si gnature al gorithm nanme: SHAlwi t hRSA
Version: 3

. If you are going to have your certificate signed by a Certificate Authority, skip to step 7.
Otherwise export the self-signed certificate. Then examine the certificate.

$ keytool -export -alias server-cert -keystore keystore -rfc -file server.crt
Ent er keystore password:
Certificate stored in file <server.crt>

$ cat server.crt

----- BEG N CERTI FI CATE- - - - -

M | CVTCCAb6gAWM BAgl ESs NpXz ANBgk ghki GOw0 BAQUFADBY MQs wCQYDVQQGEW] VUz EYMBYGALUEChMPRXhhb
XBs ZSBDb 2 1wYWs5Ms8WL QYDVQQLEyY ZVbmlvdWskaWQgRGA yZWNOb3J51 FNI cnZl ci BD ZXJ0aWZpY2FOZTEVM
BMGALUEAXMWMITcyLj E2Lj E5SMy4x VB4 XDTA5NMDkz MDEOM Ex OVoXDTEWVDMy OTEOM Ex OVowbz EL MAKk GA1UEBH
MCVVIVk GDAVBg NVBAO TDOV4 YWLwb GUg QR 9t c GFue TEVMCOGALUE CxMmWWBi b3VuZG ki ERpcnj d@y e SBRZX
J2ZX gQ@Vydd maVWWhd GUx FTATBgNVBAMTIDDE3M 4x Ni 4x OTMUMTCBnz ANBgk ghki GOWOBAQEFAACB] QAWgY
kCgYEAMRBpSeRcqur 4XP8Pj JW GDVR31wWE cl t mM nbj pf Or Tq+KG8Ssp8+se+Lj LHLaeNg3i t R3xMBwp7nt4
E42i 2PBI | ZOPWOKBRPXxZDxps| TsSy3o09anTsopl VglpUpST2i HGBQ+) +VY33cdcc5EoIwYykZ4d1li u45yc834
VBy Xj i KUCAWEAATANBgkghki GOWOBAQUFAAOBgQCII Zf sf QuUi g4FOkPC/ Of FbhV@6Tr LTO 6AM OTor k1Sud
| kxp/ nT+eD8eGoE+zshyJWIf VnzMDI | FMIwDI | WnYnyeR1vl CchyJE6JyFi LpBW6RuLD8i uHydYEWK8NK EF
YvVb/ Ul KqJdl Z8H8+11 ppt ObENRNCD7z MM v5ZE49w==

----- END CERTI FI CATE- - - - -

. Import the self-signed certificate into a truststore, and then type yes to trust the certificate.

$ keytool -inportcert -alias server-cert -file server.crt \
-keystore truststore -storepass changeit

Omner: CN=server.exanple.com OU=Metrics Engine Certificate, O=Exanple Conpany, C=US
I ssuer: CN=server.exanple.com OU=Metrics Engine Certificate, O=Exanple Conpany,
C=USs
Serial nunber: 4ac3695f
Valid from Wed Sep 30 09:21:19 CDT 2011 until: Mn Mar 29 09:21:19 CDT 2012
Certificate fingerprints:
MD5: 3C. 7B: 99: BA: 95: A8: 41: 3B: 08: 85: 11: 91: 1B: E1: 18: 00
SHAL1: E9: 7E: 38: OF: 1C: 68: 29: 29: C0: B4: 8C. 08: 2B: 7C: DA: 14: BF: 41: DE: F5
Si gnature al gorithm nanme: SHAlwi t hRSA
Version: 3
Trust this certificate? [no]: yes
Certificate was added to keystore

. View the truststore with the self-signed certificate. If you intend to use this self-signed
certificate as your server certificate, you are done. Again, it is not recommended to use self-
signed certificate in production deployments. Note that the entry type of t r ust edCert Entry
indicates that the keystore owner trusts that the public key in the certificate belongs to the
entity identified by the owner of the certificate.

$ keytool -list -v -keystore truststore -storepass changeit

Keystore type: JKS
Keyst ore provider: SUN

Your keystore contains 1 entry

Al'i as nane: server-cert

Creation date: Sep 30, 2011

Entry type: trustedCertEntryOmer: CN=server.exanple.com OU=Metrics Engine
Certificate, O=Exanple Company, C=US

I ssuer: CN=server.exanpl e.com OU=Metrics Engine Certificate, O=Exanple Conpany,
C=Us
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Serial nunber: 4ac3695f Valid from Wd Sep 30 09:21:19 CDT 2011 until: Mn Mar 29
09: 21: 19 CDT 2012
Certificate fingerprints:
MD5: 3C: 7B: 99: BA: 95: A8: 41: 3B: 08: 85: 11: 91: 1B: E1: 18: 00
SHA1: E9: 7E: 38: OF: 1C: 68: 29: 29: CO: B4: 8C: 08: 2B: 7C: DA: 14: BF: 41: DE: F5
Si gnature al gorithm nanme: SHAlwi t hRSA
Version: 3

. Create the Certificate Signing Request (CSR) by writing to thefile ser ver. csr. Follow the

instructions of the third-party Certificate Authority (CA), and submit the fileto a CA. The
CA authenticates you and then returns a certificate reply, which you can save as signed.crt.

$ keytool -certreq -v -alias server-cert -keystore keystore \
-storepass changeit -file server.csr

Certification request stored in file <server.csr>
Submit this to your CA

. 1f you are working with athird-party CA or if your company has your own CA server, then

both the key and trust stores should include information about the CA’ s root certificate as
well as any intermediate certificates used to sign the Metrics Engine certificate. Obtain the
CA root and any intermediate certificates to set up a chain of trust in your keystore. View the
trusted CA and intermediate certificates to check that the displayed certificate fingerprints
match the expected ones.

$ keytool -v -printcert -file root.crt
$ keytool -v -printcert -file internediate.crt

. Import the CA’sroot certificate in the keystore and truststore. If there are other intermediate

certificates, then import them using the same commands, giving them each different aliases
in the key and trust stores.

$ keytool -inportcert -v -trustcacerts -alias cacert \
-keystore keystore -storepass changeit -file root.crt
$ keytool -inportcert -v -trustcacerts -alias cacert -keystore truststore \

-storepass changeit -file root.crt

10.Import the Metrics Engine certificate signed by the CA into your keystore, which will replace

the existing self-signed certificate created when the private key was first generated.

$ keytool -inportcert -v -trustcacerts -alias server-cert -keystore keystore -
storepass changeit -file signed.crt

Omner: CN=server.exanple.com OU=Metrics Engine Certificate, O=Exanple Conpany, C=US
| ssuer: EMAI LADDRESS=what ever @xanpl e.com CN=Cert Auth, OU=My Certificate Authority,
O=Exanpl e Conpany, L=Austin, ST=Texas, C=US
Serial nunber: el19cb2838441dbb6 Valid from Wed Sep 30 10:10: 30 CDT 2011 until: Thu
Sep 30 10:10: 30 CDT 2012
Certificate fingerprints:
MD5: EO: C5: F7: CF: OD: 13: F5: FC: 2D: A6: A4: 87: FD: 4C: 36: 1A
SHAL: E4:15:0B: ED: 99: 1C: 13: 47: 29: 66: 76: AO: 3B: E3: 4D: 60: 33: F1: F8: 21
Si gnature al gorithm name: SHAlw t hRSA
Version: 1
Trust this certificate? [no]: yes
Certificate was added to keystore [Storing changeit]

11.Add the certificate to the truststore.

$ keytool -inportcert -v -trustcacerts -alias server-cert \
-keystore truststore -storepass changeit -file signed.crt
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Client Certificates

Client certificates can be used when stronger client authentication is desired but are not required
for SSL connections to be established. The process for creating client certificates usually
involve following an organization's certificate management policies. There are two important
considerations to take into account:

« |f aclient presentsits own certificate to the server, then the server must trust that certificate.
This generally means that self-signed client certificates are not acceptable for anything
but testing purposes or cases in which there are very small number of clients that will be
presenting their own certificates. Otherwise, it is not feasible to configure the server to trust
every client certificate.

 If theclient certificates will be used for LDAP authentication via SASL EXTERNAL, then
the certificate must contain enough information to allow the Metrics Engine to associate
it with exactly one user entry. The requirements for this are dependent upon the certificate
mapper configured for use in the server, but this may impose constraints on the certificate
(for example, the format of the certificate’ s subject).

Creating PKCS#12 Certificates

PKCS#12 is an industry standard format for deploying X.509 certificates (or certificate chains)
and aprivate key asasinglefile. PKCS#12 is part of the family of standards called the Public-
Key Cryptography Standard (PKCS) developed by RSA Laboratories.

To Generate PKCS#12 Certificates using Keytool

* To create anew certificate in PKCS#12 format, follow the same procedures asin Creating
Server Certificates using Keytool, except usethe - - st or et ype pkcs12 argument. For
example, to create a PK CS#12 self-signed certificate and keystore, use the following
command:

$ keytool -genkeypair \
-dnane "CN=server. exanpl e. com ou=Metrics Engine Certificate, O=Exanpl e Conpany, C=US"
\
-alias server-cert -keyalg rsa -keystore keystore.pl2 -keypass changeit \
-storepass changeit -storetype pkcsl2 -validity 180 -nopronpt

To Export a Certificate from an NSS Database in PKCS#12 Format

Some directory servers, including the Sun/Oracle DSEE Directory Server, use the Network
Security Services (NSS) library to manage certificates. If you have such adirectory server and
wish to migrate its certificates for use with the UnboundID Metrics Engine, then PK CS#12
can be used to accomplish thistask. Use the pk12ut i I NSS command-line utility to export

a certificate from an NSS certificate database in PKCS12 format. Y ou can use the PK CS#12
certificate when using QuickSetup or setting up SSL.

* Runthefollowing pki2util command.
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$ pkl2util -o server.pl2 -n server-cert -k /tnp/pwdfile \
-w /tmp/ pwdfile -d . -P "ds-"

nss-pkl2util: PKCS12 EXPORT SUCCESSFUL

Working with PKCS#11 Tokens

The Cryptographic Token Interface Standard, PK CS#11, defines the native programming
interfaces to cryptographic tokens, like Smartcards and hardware cryptographic accelerators. A
security token provides cryptographic services. PK CS#11 provides an interface to cryptographic
devicesvia"dots'. Each dot, which corresponds to a physical reader or other device interface,
may contain atoken. A token istypically a PK CS#11 hardware token implemented in physical
devices, such as hardware accelerators or smart cards. A software token isa PKCS#11 token
implemented entirely in software.

Note: Because different types of PKCS#11 tokens have different
mechanisms for creating, importing, and managing certificates, it may or
may not be possible to achieve this using common utilities like keyt ool .

0 In some cases (particularly for devices with strict Note FIPS 140-2

- compliance), it may be necessary to use custom tools specific to that

PK CS#11 token for managing its certificates. Consult the documentation for
your PKCS#11 token for information about how to configure certificates for
use with that token.

Configuring the Key and Trust Manager Providers

Java uses key managersto get access to certificates to use for SSL and StartTLS
communication. Administrators use the Metrics Engine' s key manager providers to provide
access to keystore contents. There are three types of key manager providers:

» JKSKey Manager Provider. Provides access to certificates stored in keystores using the
Java-default JKS format.

* PKCS#11 Key Manager Provider. Provides access to certificates maintained in PKCS#11
tokens.

 PKCS#12 Key Manager Provider. Provides accessto certificatesin PK CS#12 files.

Trust manager providers are used to determine whether to trust any client certificate that may
be presented during the process of SSL or StartTL S negotiation. The available trust manager
provider typesinclude:

» Blind Trust Manager Provider. Automatically trusts any client certificate presented
to the server. This should only be used for testing purposes. Never use it for production
environments, because it can be used to allow users to generate their own certificates to
impersonate other usersin the server.
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e JKSTrust Manager Provider. Attempts to determine whether to trust a client certificate, or
the certificate of any of itsissuers, is contained in a JKS-formatted file.

* PKCS#12 Trust Manager Provider. Attempts to determine whether to trust a client
certificate, or the certificate of any of itsissuers, is contained in a PK CS#12 file.

Configuring the JKS Key and Trust Manager Provider

The following procedures are identical to those in the previous section except that the dsconfi g
tool in non-interactive mode commands are presented from the command line.

To Configure the JKS Key Manager Provider

1. Change to the server root.

$ cd /ds/ Unboundl D- Metri cs- Engi ne

2. Create atext file containing the password for the certificate keystore. It is recommended that
file permissions (or filesystem ACLS) be configured so that the fileis only readable by the
Metrics Engine user.

$ echo 'changeit’ > config/keystore.pin
$ chnod 0400 keystore.pin

3. Usethedsconfi g tool to enable the key manager provider.

$ bin/dsconfig set-key-manager-provider-prop \
--provi der-nanme JKS --set enabl ed: true

4. Usedsconfi g to enable the trust manager provider.

$ bin/dsconfig set-trust-manager-provider-prop \
--provi der-name JKS --set enabl ed:true

5. Usedsconfi g to enable the LDAPS connection handler. Port 636 is typically reserved for
LDAPS, but if your server is using the port, you should specify another port, like 1636. If
the certificate alias differs from the default "server-cert”, usethe - - set ssl - cert-ni ck-
nane: <al i asnanme> to set it, or you can let the server decide by usingthe - -reset ssl -
cert-ni ckname option. For example, if the server certificate has an alias of "server," add the
option - - set ssl -cert - ni cknane: server to the command.
$ bin/dsconfig set-connection-handl er-prop \

--handl er-nane "LDAPS Connection Handl er" \
--set listen-port: 1636 --set enabl ed:true

6. Test the listener port for SSL-based client connection on port 1636 to return the Root DSE.
Typeyes to trust the certificate.

$ bin/l dapsearch --port 1636 --useSSL --baseDN "" --searchScope base \
"(objectclass=*)"

The server is using the follow ng certificate
Subj ect DN: CN=179.13.201.1, OU=Metrics Engine Certificate, O=Exanpl e Conpany,
L=Austin, ST=Texas, C=US
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I ssuer DN: EMAI LADDRESS=what ever @xanpl e.com CN=Cert Auth, OU=M Certificate
Aut hority, O=Exanple Conpany, L=Austin, ST=Texas, C=US

Validity: Fri Sep 25 15:21:10 CDT 2011 through Sat Sep 25 15:21:10 CDT 2012

Do you wish to trust this certificate and continue connecting to the server?

Pl ease enter 'yes' or 'no':yes

. If desired, you may disable the LDAP Connection Handler so that communication can only

go through SSL.

$ bin/dsconfig set-connection-handl er-prop \
--handl er-nanme "LDAP Connection Handl er" \
--set enabl ed: fal se

Configuring the PKCS#12 Key Manager Provider

PKCS#12 (sometimes referred to as the Personal |nformation Exchange Syntax Standard) isa
standard file format used to store private keys with its accompanying public key certificates,
protected with a password-based symmetric key.

To Configure the PKCS#12 Key Manager Provider

1. Changeto theidentity data store root.

$ cd /ds/ Unboundl D- Met ri cs- Engi ne

. Create atext file containing the password for the certificate keystore. It is recommended that

file permissions (or filesystem ACLS) be configured so that the file is only readable by the
Metrics Engine user.

$ echo 'changeit’ > config/keystore.pin
$ chnod 0400 keystore.pin

. Usethedsconfi g tool to configure and enable the PK CS#12 key manager provider.

$ bin/dsconfig set-key-manager-provider-prop \
--provi der-name PKCS12 \
--set enabled:true \
--set key-store-file:/config/keystore.pl2 \
--set key-store-type: PKCS12 \
--set key-store-pin-file:/config/keystore.pin

. Usethedsconfi g tool to configure and enable the PK CS#12 trust manager provider.

$ bin/dsconfig set-trust-manager-provider-prop \
- - provi der - name PKCS12 \
--set enabled:true \
--set trust-store-file:/config/truststore.pl2

. Usedsconfi g to enable the LDAPS connection handler. Port 636 istypically reserved for

LDAPS, but if your server is using the port, you should specify another port, like 1636. If
the certificate alias differs from the default "server-cert”, usethe- - set ssl - cert - ni ck-
nane: <al i asname> to Set it, or you can let the server decide by using the - - reset ssl -

cert - ni cknane option. For example, if the server certificate has an alias of "server," add the
option - - set ssl -cert - ni cknane: server to the command.

$ bin/dsconfig set-connection-handl er-prop \
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--handl er-nanme "LDAPS Connection Handl er" \
--set enabl ed: true \

--set listen-port:2636 \

--set ssl-cert-nicknanme: 1 \

--set key-nmanager - provi der: PKCS12 \

--set trust-manager-provider: PKCS12

Configuring the PKCS#11 Key Manager Provider

The Cryptographic Token Interface (Cryptoki), or PKCS#11, format defines a generic interface
for cryptographic tokens used in single sign-on or smartcard systems. The Metrics Engine
supports PKCS#11 keystores.

To Configure the PKCS#11 Key Manager Provider

1. Change to the server root.

$ cd /ds/Unboundl D- Metri cs- Engi ne

2. Create atext file containing the password for the certificate keystore. It is recommended that
file permissions (or filesystem ACLS) be configured so that the fileis only readable by the
Metrics Engine user.

$ echo 'changeit’ > config/keystore.pin
$ chnod 0400 keystore.pin

3. Usethedsconfi g tool to configure and enable the PK CS#11 key manager provider.

$ bin/dsconfig set-key-nanager-provider-prop \
--provi der-name PKCS11 \
--set enabled:true \
--set key-store-type: PKCS11 \
--set key-store-pin-file:/config/keystore.pin

4. Usethedsconfi g tool to enable the trust manager provider. Since thereis no PKCS#11 trust
manager provider, then you must use one of the other truststore provider types (for example,
JKS or PKCS#12).

$ bin/dsconfig set-trust-manager-provider-prop \
--provi der-nanme JKS \
--set enabl ed:true \
--set trust-store-file:/config/truststore.jks

5. Usedsconfi g to enable the LDAPS connection handler. Port 636 is typically reserved for
LDAPS, but if your server is using the port, you should specify another port, like 1636.
If the certificate alias differs from the default "server-cert”, usethe - - set ssl-cert-
ni cknane: <al i asnanme> to set it, or you can let the server decide by using the - -reset ssl -
cert-ni ckname option. For example, if the server certificate has an alias of "server," add the
option - - set ssl -cert - ni cknane: server to the command.

$ bin/dsconfig set connecti on- handl er - pr op. \
- handl er - nane " LDAPS Connection Handl er" \
——set enabl ed: true \
--set listen-port: 1636 \
--set ssl-cert-nicknanme: 1 \
--set key-manager - provi der: PKCS11 \
--set trust-nmanager-provider: JKS
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Configuring the Blind Trust Manager Provider

The Blind Trust Manager provider accepts any peer certificate presented to it and is provided
for testing purposes only. This trust manager should not be used in production environments,
because it can allow any client to generate a certificate that could be used to impersonate any
user in the server.

To Configure the Blind Trust Manager Provider

1. Change to the Metrics Engineinstall root.

$ cd /ds/Unboundl D- Metri cs- Engi ne

2. Usethedsconfi g tool to enable the blind trust manager provider.

$ bin/dsconfig set-trust-manager-provider-prop \
--provider-nanme "Blind Trust" --set enabl ed:true

3. Usedsconfi g to enable the LDAPS connection handler. Port 636 istypically reserved for
LDAPS, but if your server is using the port, you should specify another port, like 1636. If
the certificate alias differs from the default "server-cert”, usethe- - set ssl - cert - ni ck-
nane: <al i asname> to set it, or you can let the server decide by usingthe - - reset ssl -
cert - ni cknane option. For example, if the server certificate has an alias of "server," add the
option - - set ssl -cert - ni cknane: ser ver to the command.

Configuring SSL in the Metrics Engine

The UnboundID Metrics Engine provides a means to enable SSL or StartTLS at installation
time, using either an existing certificate or by automatically generating a self-signed certificate.
However, if SSL was not configured at install time, then it may be enabled at any time using the
following process. These instructions assume that the certificate is available in a JKS-formatted
keystore, but a similar process may be used for certificates avail able through other mechanisms
like aPKCS#12 file or a PKCS#11 token.

To Configure SSL in the Metrics Engine

1. Change to the server root directory.

$ cd /ds/ Unboundl D- Metri cs- Engi ne

2. Create atext file containing the password for the certificate keystore. It is recommended that
file permissions (or filesystem ACLS) be configured so that the fileis only readable by the
Metrics Engine user.

$ echo 'changeit’ > config/keystore.pin
$ chnod 0400 confi g/ keystore. pin
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3. Runthedsconfi g command with no argumentsin order to launch the dsconfi g tool in
interactive mode. Enter the connection parameters when prompted.

4. Onthe Metrics Engine Configuration Console main menu, enter o (lowercase letter "0") to
change the complexity of the configuration objects menu. Select the option to show objects at
the Standard menu.

5. Onthe Metrics Engine Configuration Console main menu, enter the number
corresponding to the Key Manager Provider.

6. Onthe Key Manager Provider management menu, select the option to view and edit an
existing key manager.

7. Onthe Key Manager Provider menu, enter the option for JKS. Y ou will see other options,
like Null, PKCS11, and PKCS12.

8. Make any necessary changes to the JKS key manager provider for the keystore that you will
be using. The enabl ed property must have avaue of TRUE, the key- st ore-fi | e property
must reflect the path to the keystore file containing the server certificate, and the key- st or e-
pi n-fil e property should reflect the path to afile containing the password to use to access
the keystore contents.

9. Onthe Enabled Property menu, enter the option to change the value to TRUE.
10.0On the File Based Key Manager Provider, typef to save and apply the changes.

11.Return to the dsconfig main menu, and enter the number corresponding to Trust Manager
Provider.

12.0nthe Trust Manager Provider management menu, enter the option to view and edit an
existing trust manager provider.

13.0nthe Trust Manager Provider menu, enter the option for JKS. Y ou will see other options
for Blind Trust (accepts any certificate) and PK CS12 reads information about trusted
certificates from a PK CS#12 file.

14.Ensure that the JKS trust manager provider is enabled and that thetrust -store-file
property has a value that reflects the path to the truststore file to consult when deciding
whether to trust any presented certificates.

15.0n the File Based Trust Manager Provider menu, typef to save and apply the changes.

16.Return to the dsconfig main menu, enter the number corresponding to Connection Handler.

17.0n the Connection Handler management menu, enter the option to view and edit and
existing connection handler.

18.0n the Connection Handler menu, enter the option for LDAPS Connection Handler. Y ou
will see other options for IM X Connection Handler and LDAP Connection Handler.

19.0n the LDAP Connection Handler menu, ensure that the connection handler has an
appropriate configuration for use. The enabl ed property should have avalue of TRUE, the
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l'i sten-port property should reflect the port on which to listen for SSL-based connections,
and thessl - cert - ni cknane property should reflect the alias for the target certificate in

the selected keystore. Finally, when completing the changes, type f to save and apply the
changes.

20.Verify that the server is properly configured to accept SSL-based client connections using an

LDAP-based tool like | dapsear ch. For example:

$ bin/ldapsearch --port 1636 --useSSL --baseDN "" \
--searchScope base "(objectclass=*)"

The server is using the follow ng certificate:

Subj ect DN: CN=179.13.201.1, OU=Metrics Engine

Certificate, O=Exanple Conpany, L=Austin, ST=Texas,

C=US | ssuer DN: EMAlI LADDRESS=what ever @xanpl e. com

CN=Cert Auth, OkE=M Certificate Authority, O=Exanple

Conpany, L=Austin, ST=Texas, C=US

Validity: Fri Sep 25 15:21:10 CDT 2011 through Sat Sep 25 15:21:10 CDT 2012
Do you wish to trust this certificate and continue connecting to the server?
Pl ease enter 'yes' or 'no':yes

21.1f desired, you may disable the LDAP connection handler so only the LDAPS connection

handler will be enabled and the server will only accept SSL-based connections.

Configuring StartTLS

The StartTL S extended operation is used to initiate a TL S-secured communication channel over
a clear-text connection, such as an insecure LDAP connection. The main advantage of StartTLS
isthat it provides away to use a single connection handler capable of both secure and insecure

communication rather than requiring a dedicated connection handler for secure communication.

To Configure StartTLS

1. Usedsconfi g to configure the Connection Handler to allow StartTLS. Theal | ow-st art -

t1's property cannot be set if SSL is enabled. The connection handler must also be configured
with akey manager provider and atrust manager provider.

$ bin/dsconfig set-connection-handl er-prop \
- - handl er - name "LDAP Connection Handl er" \
--set allowstart-tls:true \
--set key-manager-provider: JKS \
--set trust-manager - provider: JKS

. Usel dapsear ch to test StartTLS.

$ bin/l dapsearch -p 1389 --useStartTLS -b "" -s base "(objectclass=*)"

The server is using the follow ng certificate:
Subj ect DN: CN=Server Cert, OU=Metrics Engine Certificate,
O=Exanpl e Conpany, L=Austin, ST=Texas, C=US
I ssuer DN: EMAI LADDRESS=what ever @xanpl e. com CN=Cert Auth,
OU=M Certificate Authority, O=Exanple Conpany, L=Austin, ST=Texas, C=US
Validity: Thu Cct 29 10:29:59 CDT 2011 through Fri Oct 29 10:29:59 CDT 2012

Do you wish to trust this certificate and continue connecting to the server?
Pl ease enter 'yes' or 'no':yes
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dn:

obj ect Cl ass: ds-root-dse

obj ectCl ass: top

startupUU D: 6f a8f 196- d112- 40b4- b8d8- 93d6d44d59ea

Authentication Mechanisms

The UnboundID Metrics Engine supports the use of both simple and Simple Authentication and
Security Layer (SASL) authentication.

Simple Authentication

Simple authentication allows a client to identify itself to the Metrics Engine using the DN and
password of the target user. Because the password is provided in the clear, simple authentication
isinherently insecure unless the client communication is encrypted using a mechanism like SSL
or StartTLS.

If both the DN and password of asimple bind request are empty (i.e., zero-length strings), then
the server will process it as an anonymous bind. Thiswill have no effect if the client is not
already authenticated, but it can be used to destroy any previous authentication session and
revert the connection to an unauthenticated state asif no bind had ever been performed on that
connection.

Working with SASL Authentication

SASL (Simple Authentication and Security Layer, defined in RFC 4422) provides an extensible
framework that can be used to add suport for arange of authentication and authorization
mechanisms. The UnboundID Metrics Engine provides support for a number of common SASL
mechanisms.

Figure 37: Simple Authentication and Security Layer

Working with the SASL ANONYMOUS Mechanism

The ANONYMOUS SASL mechanism does not actually perform any authentication or
authorization, but it can be used to destroy an existing authentication session. It also provides
an option to allow the client to include atrace string, which can be used to identify the purpose
of the connection. Because there is no authentication, the content of the trace string cannot be
trusted.

The SASL ANONY MOUS mechanism is disabled by default but can be enabled if desired using
thedsconfi g tool. The SASL configuration options are available as an Advanced menu option
using dsconf i g in interactive mode.
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The LDAP client tools provided with the Metrics Engine support the use of SASL
ANONYMOUS. The optional "trace" SASL option may be used to specify the trace string to
include in the bind request.

To Configure SASL ANONYMOUS

1. Usedsconfi g to enable the SASL ANONY MOUS mechanism.

$ bin/dsconfig set-sasl-nechani smhandl er-prop \
- - handl er - name ANONYMOUS - - set enabl ed: true

2. Usel dapsear ch to view the root DSE and enter atrace string in the access log.

$ bin/l dapsearch --port 1389 --sasl Option mech=ANONYMOUS \
--sasl Option "trace=debug trace string" --baseDN "" \
--searchScope base "(objectclass=*)"

dn:

obj ect Gl ass: ds-root-dse

obj ectCl ass: top

startupUU D: 59bab79d- 4429- 49c8- 8a88- c74a86792f 26

3. View the accesslog using atext editor in/ ds/ Unboundl D- Met ri cs- Engi ne/ | ogs folder.

[26/ Cct/2011: 16: 06: 33 - 0500] BI ND RESULT conn=2 op=0 nsgl D=1 resul t Code=0
addi tional I nfo="trace="'debug trace string'" etinme=345. 663
cli ent Connecti onPol i cy="defaul t"

Working with the SASL PLAIN Mechanism

SASL PLAIN is a password-based authentication mechanism which uses the following
information:

e Authentication I D. Used to identify the target user to the server. It should be either "dn:"
followed by the DN of the user or "u:" followed by a username. If the "u:"-style syntax is
used, then an identify mapper will be used to map the specified username to a user entry. An
authentication ID of "dn:" that is not actually followed by a DN may be used to request an
anonymous bind.

» Clear-text Password. Specifies the password for the user targeted by the authentication ID.
If the given authentication ID was "dn:", then this should be an empty string.

» Optional Authorization I1D. Used to request that operations processed by the client be
evaluated asif they had been requested by the user specified by the authorization ID
rather than the authentication ID. It can allow one user to issue requests as if he/she had
authenticated as another user. The use of an alternate authorization identity will only be

allowed for clients with the pr oxi ed- aut h privilege and the proxy access control permission.

Because the bind request includes the clear-text password, SASL PLAIN bind requests are as
insecure as simple authentication. To avoid an observer from capturing passwords sent over the
network, it is recommended that SASL PLAIN binds be issued over secure connections.

By default, the SASL PLAIN mechanism uses an Exact Match Identity Mapper that expects
the provided username to exactly match the value of a specified attribute in exactly one entry
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(for example, the provided user name must match the value of the ui d attribute). However, an
aternate identity mapper may be configured for this purpose which can identify the user in
other ways (for example, transforming the provided user name with aregular expression before
attempt to find a user entry with that transformed value).

LDAP clients provided with the server can use SASL PLAIN with the following SASL options:
« authlD. Specifies the authentication ID to use for the bind. This must be provided.

» authzlD. Specifies an optional alternate authorization 1D to use for the bind.

To Configure SASL PLAIN

1. Usedsconfi g to enablethe SASL PLAIN mechanism.

$ bin/dsconfig set-sasl-nechani sm handl er-prop \
--handl er-name PLAIN --set enabl ed:true

2. Usel dapsear ch to view the root DSE using the authentication ID (aut hi d) with the
username jdoe. The aut hi d option is required. Enter a password for the authentication ID.

$ bin/l dapsearch --port 1389 --sasl Opti on nech=PLAI N \
--sasl Option "aut hid=u:jdoe" --baseDN "" \
--searchScope base "(objectclass=*)"

Password for user 'u:jdoe':

Note: You can also specify the fully DN of the user when using the SASL
PLAIN option:

[--.- $ bin/l dapsearch --port 1389 --sasl Opti on mech=PLAI N \
--sasl Option "authi d=dn: ui d=j doe, ou=Peopl e, dc=exanpl e, dc=coni' \
--baseDN "" --searchScope base "(objectclass=*)"
Password for user 'dn:uid=jdoe, ou=Peopl e, dc=exanpl e, dc=com :

dn:

obj ect Cl ass: ds-root-dse

obj ectCl ass: top

startupUU D: 59bab79d- 4429- 49c8- 8a88- c74a86792f 26

Working with the SASL CRAM-MD5 Mechanism

CRAM-MDS5 is a password-based SASL mechanism that prevents exposure of the clear-text
password by authenticating through the use of an MD5 digest generated from a number of
elements, including the clear-text password, the provided authentication ID, and a challenge
comprised of randomly-generated data. This ensures that the clear-text password itself is not
transmitted, and the inclusion of server-generated random data protects against replay attacks.

During the CRAM-MD5 session, the client sends a bind request of type SASL CRAM-MD5.
The Metrics Engine sends aresponse with a SASL "Bind in Progress' result code plus credential
information that includes arandomly generated challenge string to the LDAP client. The client
combines that challenge with other information, including the authentication 1D and clear-text
password and uses that to generate an MD5 digest to be included in the SASL credentials, along
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with aclear-text version of the authentication ID. When the Metrics Engine receives the second
reguest, it will receive the clear-text password from the target user’s entry and generate the same
digest. If the digest that the server generates matches what the client provided, then the client
will have successfully demonstrated that it knows the correct pass- word.

Note that although CRAM-MD?5 does offer some level of protection for the password, so that
itisnot transferred in the clear, the MD5 digest that it usesis not as secure as the encryption
used by SSL or StartTL S. As such, authentication mechanisms that use a clear-text password
are more secure communication channel. However, the security that CRAM-MD5 offers may
be sufficient for cases in which the performance overhead that SSL/StartTLS canincur. It is
available for usein the UnboundID Metrics Engine because some clients may requireit.

Also note that to successfully perform CRAM-M D5 authentication, the Metrics Engine must

be able to obtain the clear-text password for the target user. By default, the Metrics Engine
encodes passwords using a cryptographically secure one-way digest that does not allow it to
determine the clear-text representation of the password. As such, if CRAM-MDS5 is used, then
the password storage schemes for any users that authenticate in this manner should be updated,
so that they will use a password storage scheme that supports reversible encryption. It will be
necessary for any existing usersto change their passwords so that those passwords will be stored
in reversible form. The reversible storage schemes supported by the Metrics Engine include:

3DES

AES
BASEG4
BLOWFISH
CLEAR
RC4

O o oo o 4

CRAM-MDS5 uses an authentication ID to identify the user as whom to authenticate. The
format of that authentication ID may be either "dn:" followed by the DN of the target user (or
just "dn:" to perform an anonymouse bind), or "u:" followed by a username. If the "u:"-style
syntax is chosen, then an identity mapper will be used to identify the target user based on that
username. The dsconf i g tool may be used to configure the identify mapper to use CRAM-MD5
authentication.

The LDAP client tools provided with the Metrics Engine support the use of CRAM-MD5
authentication. The aut hi D SASL option should be used to specify the authentication ID for the
target user.

To Configure SASL CRAM-MD5

1. Usedsconfi g to enable the SASL CRAM-MD5 mechanism if it is disabled. By default, the
CRAM-MD5 mechanism is enabled.

$ bin/dsconfig set-sasl-nmechani smhandl er-prop \
- -handl er - name CRAM MD5 --set enabl ed:true

2. For this example, create a password policy for CRAM-MD5 using areversible password

storage scheme, like 3DES.

$ bin/dsconfig create-password-policy \
--policy-name "Test UserPassword Policy" \
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--set password-attribute:userpassword \
--set default-password-storage-schene: 3DES

3. Usel dapnodi fy to add the ds- pwp- passwor d- pol i cy- dn attribute to an entry to indicate
the Test UserPassword Policy should be used for that entry. After you have typed the change,
press CTRL-D to process the modify operation. This step assumes that you have already
configured the Test Password Policy.

$ bin/ | dapnodi fy

dn: ui d=j doe, ou=Peopl e, dc=exanpl e, dc=com

changetype: nodify

add: ds- pwp- passwor d- policy-dn

ds- pwp- passwor d- pol i cy-dn: cn=Test UserPassword Policy, cn=Password Poli ci es, cn=config

Processi ng MODI FY request for uid=jdoe, ou=Peopl e, dc=exanpl e, dc=com
MODI FY operation successful for DN ui d=j doe, ou=Peopl e, dc=exanpl e, dc=com

4. Usel dapnodi fy to change the user Passwor d to areversible password storage scheme. The
password storage scheme is specified in the user’ s password policy.

$ bin/ | dapnodi fy

dn: ui d=j doe, ou=Peopl e, dc=exanpl e, dc=com
changetype: nodify

repl ace: userPassword

user Passwor d: secr et

An aternate method to change the user Passwor d attribute password storage schemeisto
deprecate the old scheme and then bind as the user using simple authentication or SASL
PLAIN. Thisaction will cause any existing password encoding using a deprecated scheme to
be re-encoded with the existing scheme.

5. Usel dapsear ch to view the root DSE using the authentication ID (aut hi d) option with the
username jdoe. The aut hi d option isrequired. Enter a password for the user.

$ bin/l dapsearch --port 1389 --sasl Option nmech=CRAM MD5 \
--sasl Option "authi d=u: jdoe" --baseDN "" --searchScope base "(objectclass=*)"
Password for user 'u:jdoe':

dn:

obj ect Cl ass: ds-root-dse

obj ectCl ass: top

startupUU D. 50567aa3-acd2-4106- a077-37a092275363

Working with the SASL DIGEST-MD5 Mechanism

The Metrics Engine supports the SASL DIGEST-MD5 mechanism, which is a stronger
mechanism than SASL CRAM-MD?5. Like the SASL CRAM-MD5 mechanism, the client
authenticates to the Metrics Engine using a stronger digest of the authentication ID plus other
information without exposing its clear-text password over the network.

During the DIGEST-MD5 session, the client sends a bind request of type SASL DIGEST-
MD5. The Metrics Engine sends a response with a"Bind in Progress" message plus credential
information that includes a random challenge string to the LDAP client. The client responds

by sending a bind response that includes a digest of the server’s random string, a separately
generated client string, the authentication ID, the authorization ID if supplied, the user’s clear-
text password and some other information. The client then sends its second bind request. The
Metrics Engine also calculates the digest of the client's credential. The Metrics Engine validates
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the digest and retrieves the client’ s password. Upon completion, the server sends a success
message to the client.

Aswith SASL CRAM-MD5, the client and the server must know the clear-text password for
the user. By default, the Metrics Engine encodes passwords using a one-way storage scheme
(Salted SHA-1) that stores an encoded representation of the password and does not allow it to
determine the clear-text representation of the password. Any users requiring SASL DIGEST-
MD5 authentication must use a password policy that supports two-way, reversible encryption,
in which the password is encoded, stored, and later decoded when requested. The following
password storage schemes are reversible:

3DES

AES
BASEG4
BLOWFISH
CLEAR
RC4

O oo oo a

By default, SASL DIGEST-MD5 uses the Exact Match Identity Mapper, which returns a
success result if the authorization ID is an exact match for the value of the ui d attribute.
Administrators can configure the SASL DIGEST-MD5 mechanism to use other identity
mappers, such as the Regular Expression Identity Mapper or a custom Identity Mapper written
using the UnboundID Server SDK.

In many ways, the DIGEST-MD5 SASL mechanism isvery similar to the CRAM-MD5
mechanism. It avoids exposing the clear-text password through the use of an MD5 digest
generated from the password and other information. It also supports the use of an alternate
authorization 1D to indicate that operations be processed under the authority of another user.
Like CRAM-MD5, DIGEST-MD?5 provides better security than mechanisms like SASL-PLAIN
that send the clear-text password over an unencrypted channel.

DIGEST-MD?5 is considered a stronger mechanism than CRAM-MD5, because it includes
additional information in the digest that makes it harder to decipher, such as randomly-generated
data from the client in addition to the server-provided challenge as well as other elements like
arealm and digest URI. DIGEST-MD?5 is also considered weaker than sending a clear-text
password over an encrypted connection, because it requires the server to store passwords in
reversible form, which can be a security risk. We recommend that CRAM-MD5 and DIGEST-
MD5 be avoided unless required by clients.

The LDAP client tools provided with the Metrics Engine provide the ability to use DIGEST-
MD5 authentication using the following properties.

» authlD. Specifiesthe authentication ID for the target user, in either the "dn:" or "u:" forms.
This property is required.

» authzlD. Specifies an optional authorization 1D that should be used for operations processed
on the connection.

» realm. Therealm in which the authentication should be processed. This may or may not be
required, based on the server configuration.
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digest-uri. The digest URI that should be used for the bind. It should generally be "Idap://"
followed by the fully-qualified address for the Metrics Engine. If thisis not provided, then a
value will be generated.

gop. The quality of protection to use for the bind request. At present, only aut h is supported
(indicating that the DIGEST-MDS5 bind should only be used for authentication and should
not provide any subsequent integrity or confidentiality protection for the connection), and if
no valueis provided then aut h will be assumed.

To Configure SASL DIGEST-MD5

1. Usedsconfi g to enable the SASL DIGEST-MD5 mechanismif it is disabled. By default, the

DIGEST-MD5 mechanism is enabled.

$ bin/dsconfig set-sasl-nmechani sm handl er-prop \
--handl er-nanme DI GEST- MD5 --set enabl ed:true

Set up areversible password storage scheme as outlined Working with the SASL. CRAM-MD5
Mechanism, steps 2-5, which is aso required for DIGEST-MD5.

Usel dapsear ch to view the root DSE using the authentication ID with the usernamej doe.
The aut hi d option is required. Enter a password for the authentication ID.

$ bin/l dapsearch --port 1389 --sasl Option mech=DI GEST- MD5 \
--sasl Option "authi d=u: j doe" --baseDN "" \
--searchScope base "(objectclass=*)"

Password for user 'u:jdoe':

dn:

obj ect Cl ass: ds-root-dse

obj ectCl ass: top

startupUU D. 2188e4d4- c2bb- 4ab9- 8elc- 848e0168c9de

The user identified by the authentication ID requires the pr oxi ed- aut h privilege to allow it
to perform operations as another user.

$ bin/ | dapnodi fy

dn: ui d=j doe, ou=Peopl e, dc=exanpl e, dc=com
changetype: nodify

add: ds-privil ege-nane

ds-privil ege-nane: proxied-auth

Usel dapsear ch with the aut hi d (required) and aut hzi d option to test SASL DIGEST-
MD5.

$ bin/l dapsearch --port 1389 --sasl Opti on mech=Dl GEST- MD5 \
--sasl Opti on aut hi d=u:j doe \
--sasl Opti on aut hzi d=dn: ui d=adm n, dc=exanpl e, dc=com \
--base "" --searchScope base "(objectclass=*)"

Password for user 'u:jdoe':

dn:

obj ect Cl ass: ds-root-dse

obj ectC ass: top

startupUU D. 2188e4d4- c2bb- 4ab9- 8elc- 848e0168c9de
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Working with the SASL EXTERNAL Mechanism

The SASL EXTERNAL mechanism allows a client to authenticate using information about

the client, which is available to the server, but is not directly provided over LDAP. In the
UnboundID Metrics Engine, SASL EXTERNAL requires the use of aclient certificate provided
during SSL or StartTL S negotiation. Thisis avery secure authentication mechanism that does
not require the use of passwords, athough its use on abroad scaleis generally only feasiblein
environments with a PK1 deployment.

Prior to the SASL EXTERNAL session exchange, the client should have successfully
established a secure communication channel using SSL or StartTL S, and the client must have
presented its own certificate to the server in the process. The SASL EXTERNAL bind request
itself does not contain any credentials, and the server will use only the information contained in
the provided client certificate to identify the target user.

The Metrics Engine’ s configuration settings for SASL EXTERNAL includes three important
properties necessary for its successful operation:

» certificate-validation-policy. Indicates whether to check to seeif the certificate presented by
the client is present in the target user’s entry. Possible values are:

» always- Al ways require the peer certificate to be present in the user’s entry.
Authentication will fail if the user’s entry does not contain any certificates, or if it
contains one or more certificates and the certificate presented by the client is not included
in the user’ s entry.

« ifpresent - (Default) If the user’s entry contains one or more certificates, require that one
of them match the peer certificate. Authentication will be allowed to succeed if the user’s
entry does not have any certificates, but it will fail if the user’s entry has one or more
certificates and the certificate provided by the client is not included in the user’ s entry.

» never - Do not look for the peer certificate to be present in the user’s entry.
Authentication may succeed if the user’s entry does not contain any client certificates,
or if the user’s entry contains one or more certificates regardless of whether the provided
certificate isincluded in that set.

» certificate-attribute. Specifies the name of the attribute that holds user certificatesto
be examined if theds-cf g-certificate-validation-policy attribute has avalue of
i f present Of al ways. Thisproperty must specify the name of avalid attribute type defined
in the server schema. Default valueisuser Certi fi cat e. Note that LDAP generally requires
certificate valuesto use the™; bi nar y" attribute modifier, so certificates should actually
be stored in user entries using the attribute "user Certi fi cat e; bi nary" rather than just
"userCertificate".

« certificate-mapper. Specifies the certificate mapper that will be used to identify the target
user based on the certificate presented by the client. For more information on certificate
mappers, see Configuring Certificate Mappers. The LDAP client tools provided with the
Metrics Engine support the use of SASL EXTERNAL authentication. This mechanism does
not require any specific SASL options to be provided (other than mech=EXTERNAL to indicate
that SASL EXTERNAL should be used). However, additional arguments are required to use
SSL or StartTL S, and to provide a keystore so that a client certificate will be available.
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To Configure SASL EXTERNAL

1. Change to the server root directory.

$ cd /ds/Unboundl D- Metri cs- Engi ne

2. Determinethecertificate-validation-policy property. If you do not need to store the
DER-encoded representation of the client’s certificate in the user’s entry, skip to the next
step.

If you select Al ways, you must ensure that the user’s entry has the attribute present with
avalue. If you select i f present , you can optionally havethe user Certi fi cat e attribute
present. Y ou can store the client’s certificate in the user entry using | dapnodi fy.

$ bin/ Il dapnodi fy

dn: ui d=j doe, ou=Peopl e, dc=exanpl e, dc=com
changetype: nodify

add: userCertificate; binary
userCertificate;binary:<file:///path/to/client.der

3. If you have an attribute other than user Cer ti fi cat e, than specify it using thecertifi cate-
attribut e property. You may need to update your schema to support the attribute.

4. Determinethecertifi cat e- mapper property. For more information on certificate mappers,
see Configuring Certificate Mappers.

5. Usedsconfi g to enable the SASL EXTERNAL mechanismif it is disabled. By default, the
SASL mechanism is enabled. For thisexample, set thecerti fi cat e- mapper property to
"Subject Attribute to User Attribute”. All other defaults are kept.

$ bin/dsconfig set-sasl-nechani smhandl er-prop \
--handl er- name EXTERNAL --set enabl ed:true \
--set "certificate-mapper: Subject Attribute to User Attribute"

6. Usel dapsear ch totest SASL EXTERNAL.

$ bin/l dapsearch --port 1636 --useSSL \
--keyStorePath /path/to/clientkeystore \
--keySt orePasswordFil e /path/to/clientkeystore.pin \
--trustStorePath /path/to/truststore \
--sasl Opti on mech=EXTERNAL --baseDN "" \
--searchScope base "(objectd ass=*)

Working with the GSSAPI Mechanism

The SASL GSSAPI mechanism provides the ability to authenticate LDAP clients using
Kerberos V, which is a single sign-on mechanism commonly used in enterprise environments.

In these environments, user credentials are stored in the Kerberos key distribution center (KDC)
rather than the Metrics Engine. When an LDAP client attempts to authenticate to the Metrics
Engine using GSSAPI, athree-way exchange occurs that allows the client to verify itsidentity to
the server through the KDC.

The Metrics Engine's support for GSSAPI is based on the Java Authentication and Authorization
Service (JAAS). By default, the server will automatically generate a JAAS configuration that
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should be appropriate for the most common use cases. For more complex deployments, it is
possible for an administrator to supply a custom JAAS configuration that is most appropriate for
that environment.

While the GSSAPI specification includes a provision for protecting client-server communication
through integrity (in which the communication is not encrypted, but issigned so that it is
possible to guarantee that it was not be altered in transit) or confidentiality (in which the
communication is encrypted so that it cannot be examined by third-party observers), the Metrics
Engine currently supports GSSAPI only for the purpose of authenticating clients but not for
securing their communication with the server.

Preparing the Kerberos Environment for GSSAPI Authentication

To implement GSSAPI authentication in the Metrics Engine, it is assumed that you aready
have aworking Kerberos V deployment in which the Metrics Engine and LDAP clients

will participate. The process for creating such a deployment is beyond the scope of this
documentation, and you should consult the documentation for your operating system to better
understand how to construct a Kerberos deployment. However, there are afew thingsto keep in
mind:

* Itisrecommended that the KDC be configured to use "aes128-cts" asthe TKT and TGS
encryption type, as this encryption type should be supported by all JavaVMs. Some other
encryption types may not be available by default in some Java runtime environments. In
Kerberos environments using the MIT libraries, this can be achieved by ensuring that the
following lines are present in the [libdefaults] section of the/ et ¢/ kr b. conf configuration
file on the KDC system:

defaul t _tkt_enctypes = aes128-cts
default_tgs_enctypes = aesl128-cts
pernmitted_enctypes = aesl28-cts

*  When aclient uses Kerberos to authenticate to a server, the addresses of the target server
and the KDC are used in cryptographic operations. It isimportant to ensure that all systems
agree on the addresses of the Metrics Engine and KDC systems. It is therefore strongly
recommended that DNS be configured so that the primary addresses for the KDC and
Metrics Engine systems are the addresses that clients will use to communicate with them.

» Kerberos authentication is time-sensitive and if system clocks are not synchronized, then
authentication may fail. It is therefore strongly recommended that NTP or some other form of
time synchronization be used for all KDC, Metrics Engine, and client systems.

To authenticate itself to the Kerberos environment, the KDC should include both host and
service principals for all Metrics Enginesystems. The host principal isin the form "host/

" followed by the fully-qualified address of the server system, and the service principal
should generally be "ldap/" followed by the fully-qualified address (for example, "host /
directory. exanpl e. com' and "l dap/ di r ect ory. exanpl e. com’, respectively). InaMIT
Kerberos environment, the kadni n utility may be used to create these principals, as follows:

# /usr/sbin/kadm n -p kws/adm n

Aut henticating as principal kws/admn wth password.

Password for kws/adm n@XAMPLE. COM

kadmi n: add_princi pal -randkey host/directory. exanpl e.com

WARNI NG no policy specified for host/directory. exanpl e. com@XAMPLE. COM
defaulting to no policy

Princi pal "host/directory. exanpl e. com@XAMPLE. COM' cr eat ed.
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kadmi n: ktadd host/directory. exanpl e.com

Entry for principal host/directory. exanple.comw th kvno 3, encryption type AES-128
CTS node with 96-bit SHA-1 HVAC added to keytab WRFI LE: /et c/ kr b5/ kr b5. keyt ab.

kadmi n: add_princi pal -randkey |dap/directory.exanple.com

WARNI NG no policy specified for |dap/directory. exanpl e. com@XAVMPLE. COM
defaulting to no policy

Princi pal "ldap/directory. exanpl e. com@&XAMPLE. COM' cr eat ed.

kadm n: quit

On each Metrics Engine system, the service principal for that instance must be exported to a
keytab file, which may be accomplished using a command as follows:

# /usr/sbin/kadm n -p kws/adm n

Aut henticating as principal kws/admn w th password.

Password for kws/adm n@XAMPLE. COM

kadm n: ktadd -k /ds/Unboundl D- Metri cs- Engi ne/ confi g/ server. keytab | dap/

di rectory. exanpl e. com

Entry for principal |dap/directory.exanple.comw th kvno 4, encryption type AES-128
CTS node with 96-bit SHA-1 HVAC added to keytab WRFILE:/ds/ Unboundl D- Met ri cs- Engi ne/

confi g/
server. keyt ab.

kadm n: quit

Because this file contains the credential s that the Metrics Engine will use to authenticate to the
KDC, itisstrongly recommended that appropriate protection be taken to ensure that it is only
accessible to the Metrics Engine itself (for example, by configuring file permissions and/or file
system access controls).

Configuring the GSSAPI SASL Mechanism Handler
The GSSAPI SASL mechanism handler provides the following configuration options:

+ enabled. Indicates whether the GSSAPI SASL mechanism handler is enabled for use in the
server. By default, it isdisabled.

» kdc-address. Specifies the address that the Metrics Engine should use to communicate
with the KDC. If thisis not specified, then the server will attempt to determine it from the
underlying system configuration.

» server-fgdn. Specifies the fully-qualified domain name that clients will use to communicate
with the Metrics Engine. If thisis not specified, the server will attempt to determine it from
the underlying system configuration.

» realm. Specifiesthe Kerberos realm that clients will use. If thisis not specified, the server
will attempt to determine it from the underlying system configuration.

» Kkerberos-service-principal. Specifies the service principal that the Metrics Engine will use
to authenticate itself to the KDC. If thisis not specified, the service principal will be "ldap/"
followed by the fully-qualified server address (for example, | dap/ di r ect ory. exanpl e. com).

» keytab. Specifies the path to the keytab file that holds the credentials for the Kerberos
service principal that the Metrics Engine will use to authenticate itself to the KDC. If thisis
not specified, the server will use the system-wide keytab.

 identify-mapper. Specifies the identify mapper that the Metrics Engine will use to map a
client’s Kerberos principal to the entry of the corresponding user account in the server. In
the default configuration, the server will use aregular expression identity mapper that will
look for an entry with aui d value equal to the username portion of the Kerberos principal
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For example, for a Kerberos principal of jdoe@EXAMPLE.COM, the identity mapper will
perform an internal search with afilter of (ui d=j doe) .

» enable-debug. Indicates whether the Metrics Engine should write debugging information
about Kerberos-related processing (including JAAS processing) that the server performs. If
enabled, thisinformation will be written to standard error, which will appear in the ogs/
server. out logfile.

» jaas-config file. Specifies the path to a JAAS configuration file that the server should use. If
thisis not specified, the server will generate a JAAS configuration file based on the values of
the other configuration properties. It is recommended that this only be used in extraordinary
circumstances in which the server-generated JAAS configuration is not acceptable.

Testing GSSAPI Authentication

Once the GSSAPI SASL mechanism handler has been enabled and configured in the Metrics
Engine, then clients should be able to use GSSAPI to authenticate to the server using Kerberos.
Thel dapsear ch tool provided with the Metrics Engine may be used to test this, with a
command like:

$ bin/l| dapsearch --hostnane directory. exanple.com--port 389 \
--sasl Opti on mech=GSSAPI --sasl Opti on aut hl D=j doe @XAMPLE. COM \
--baseDN "" --searchScope base "(objectC ass=*)"

If the client already has a valid Kerberos session authenticated with a principal of
jdoe@EXAMPLE.COM, then this command should make use of that existing session and
proceed without requiring any further credentials. If there is no existing Kerberos session, then
the | dapsear ch command will prompt for the K erberos password for that user (or it may be
supplied using either the - - bi ndPasswor d OF - - bi ndPasswor dFi | e arguments).

The - - sasl Opt i on command-line argument may be used to specify a number of properties
related to SASL authentication, with values to that option be given in "name=value" format.
When using SASL authentication, the mech property must always be used to specify the SASL
mechanism to use, and - - sasl Opt i on mech=GSSAPI indicates that the GSSAPI mechanism will
be used. When the GSSAPI mechanism has been selected, then the following additional SASL
options are available for use:

» authid. Specifies the authentication 1D, which is the Kerberos principal for the user
authenticating to the server. This option must always be provided when using GSSAPI.

» authzlD. Specifiesthe authorization ID that should be used. At present, the Metrics Engine
does not support the use of an alternate authorization identity, so this should either be
omitted or identical to the value of the aut hi D property.

» kdc. Specifiesthe address of the KDC that the client should use during the authentication
processing. If thisis not provided, the client will attempt to determine it from the system’s
Kerberos configuration.

» realm. Specifiesthe Kerberos realm that should be used. If thisis not provided, the client
will attempt to determine it from the system’ s Kerberos configuration.
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» protocol. Specifies the protocol that the Metrics Engine uses for its service principal (i.e.,
the portion of the service principal that appears before the slash and fully-qualified server
address). If thisis not provided, a default protocol of "ldap” will be used.

» useTicketCache. Indicates whether the client should attempt to make use of a Kerberos
ticket cache to leverage an existing Kerberos session, which may allow the client to
authenticate to the server without the need to supply any additional credentials. If thisis
not provided, or if it is provided with avalue of TRUE, then aticket cache will be used if
available. The use of aticket cache may be disabled by providing this option with a value of
FALSE.

» requireCache. Indicates whether to require the use of aticket cachein order to leverage
an existing Kerberos session rather than allowing the use of user-supplied credentials
for authentication. By default, this will be assumed to have avalue of FALSE, but if it
is provided with avalue of TRUE, then authentication will only be successful if the user
already has an existing Kerberos session. Thiswill beignored if the useTi cket Cache option
has been provided with avalue of FALSE.

» ticketCache. Specifiesthe path to the file to use as the Kerberos ticket cache. If thisis
not provided, the default ticket cache file path will be assumed. Thiswill be ignored if the
useTi cket Cache option has been provided with a value of FALSE.

* renewTGT. Indicates whether to attempt to renew the user’s ticket-granting ticket when
authenticating with an existing Kerberos session. If thisis not provided, a default value of
FALSE will be used.

» debug. Indicates whether to write debug information about the GSSAPI authenication
processing to standard error. By default, no debug information will be written, but it may be
enabled with avalue of TRUE.

» configFile. Used to specify the path to a JAAS configuration file that the client should
use when performing GSSAPI processing. If thisis not specified, then adefault JAAS
configuration file will be generated based on other properties.

These options are available for use with all tools supplied with the Metrics Engine which
support SASL authentication.

Working with the UNBOUNDID-TOTP SASL Mechanism

The Metrics Engine supports a proprietary multifactor authentication mechanism that alows the
server to use the Time-based One-Time Password (TOTP) agorithm, specified in RFC 6238.
The TOTP algorithm is an extension of the Hash-based M essage Authentication Code One-
Time Password (HTOP) agorithm, specified in RFC 4226. The TOTP algorithm computes a
temporary code using the current time and a secret key that is shared between the client app
(e.g., Google Authenticator) and the server. When combined with a static password, a TOTP
code can provide a means of multifactor authentication that offers dramatically better security
than can be achieved using a static password by itself.

This proprietary security mechanism, UNBOUNDID-TOTP SASL, issues a bind request that
includes at least an authentication ID and a TOTP code, but may also include an authorization
ID and/or a static password. When the Metrics Engine receives such a bind request, it first uses
the authentication ID to identify the user that is authenticating and then retrieves the shared
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secret from the user's entry (stored as a base32-encoded value in the ds- aut h-t ot p- shar ed-
secret operationa attribute) and uses that in conjunction with the current time to generate a
TOTP code. If that matches the code that the user entered, then that confirms that the client
knows the shared secret. If a static password was also provided, then the server will confirm

that it matches what is stored in the user Passwor d attribute (or whatever password attribute is
specified in the user's password policy). By default, the server will require the client to provide a
static password, since without it, the client will only be performing single-factor authentication.

The Commercial Edition of the LDAP SDK for Java provides the necessary client-

side support for the UNBOUNDID-TOTP SASL mechanism and provides a

com unboundi d. | dap. sdk. unboundi dds. OneTi nePasswor d class to generate HOTP and TOTP
codes for testing purposes.

Notes about the UnboundID-TOTP SASL Mechanism

The UnboundID-TOTP SASL mechanism supports some new features of interest that add extra
security to your system:

» Limiting the Reuse of the One-Time Passwor d. Although TOTP passwords are only valid
for alimited period of time, it is possible that an individual observing an unencrypted TOTP
authentication could replay the bind request in order to reuse the TOTP code as long as the
server considersit valid. To avoid this, the prevent - t ot p- r euse property may be used to
cause the server to store information in the user's entry about TOTP codes that have been
used to successfully authenticate and may still be valid. Subsequent TOTP authentication
attempts will then ensure that the provided TOTP code does not match a previously-used
value.

* Implementing the Validate TOTP Extended Operation. The Identity Data Store supports
aValidate TOTP Extended Operation, which validates the TOTP password without
performing any authentication on the user. This feature is enabled by default. Thisis not
needed for UNBOUNDID-TOTP SASL support and nor does it alter the authentication state
of aconnection in any way, but it may be useful for third-party applicationsto use TOTP asa
type of "step-up" authentication mechanism or to add extra assurance about the identity of an
already authenticated user.

» Using Sensitive Attributeswith the TOTP Shared Secret. Y ou can use a sensitive
attribute definition to prevent clients from retrieving TOTP shared secrets from the server
and to ensure that all shared secret changes occur over secure connections. Note that this
sensitive attribute definition must be referenced from the sensi ti ve-attri but e property of
aclient connection policy or the global sensi tive-attri but e property to be enabled.

To Configure UNBOUNDID-TOTP SASL

1. Configurethe server so that ds- aut h-t ot p- shar ed- secr et iSasensitive attribute that can
only be set over a secure connection and cannot ever be retrieved from the server. Create the
sensitive attribute and reference it from the global configuration using dsconfi g.

$ bin/dsconfig create-sensitive-attribute \
--attribute-nanme ds-auth-totp-shared-secret \
--set attribute-type: ds-auth-totp-shared-secret \
--set allowin-returned-entries:suppress \
--set allowin-filter:reject \
--set allowin-conpare:reject \
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--set allowin-add:secure-only \
--set allowin-nodify: secure-only

$ bin/dsconfig set-gl obal -configuration-prop \
--add sensitive-attribute:ds-auth-totp-shared-secret

2. Update a user entry so that it contains ads- aut h-t ot p- shar ed- secr et attribute with a
value that holds the base32-encoded shared secret that will be used for TOTP authentication.
If you put the sensitive attribute in place, then you will need to do this over a secure
connection, such asover SSL or StartTLS. There is no maximum limit to the length of
theds- aut h- t ot p- shar ed- secr et string, but there is a minimum length of 16 base32-
encoded characters. Note that Google Authenticator requires a base32 string whose length is
amultiple of 8, and it cannot include the padding character ("=").
dn: ui d=user. 0, ou=Peopl e, dc=exanpl e, dc=com
changetype: nodify

add: ds-aut h-t ot p-shared-secret
ds- aut h-t ot p- shar ed- secret: ONSWEATFORRWSZDF

3. Totest thisfeature, install a TOTP client. For this example, you can use the Google
Authenticator app on your Android, iOS, and Blackberry mobile device. On the Google
Authenticator app, choose the Add Account option to manually add an account. Enter a
name and the same base32-encoded key that you assigned to the user in the previous step.
The default account typeis"Time Based"; do not choose "Counter Based". Y ou should see
an item with the name you selected and a six-digit code that will change every 30 seconds.

Note: The Google Authenticator app only needs to know the current
0 time and the shared secret in order to compute the TOTP code. It does
- not require a Google account, nor does it require a data connection or the
ability to perform network communication.

4. The Metrics Engine'stools provide support for the UNBOUNDID-TOTP SASL mechanism.
Y ou can run an LDAP search using the UNBOUNDID-TOTP SASL mechanism in the same
way as any other SASL component.

$ bin/| dapsearch -sasl Opti on mech=UNBCUNDI D- TOTP \
--sasl Option aut hI D=u: user.0 \
--sasl Option tot pPasswor d=628094 \
- - bi ndPassword password \
--baseDN "" \
--searchScope base \
"(objectd ass=*)"

Working with the UNBOUNDID-DELIVERED-OTP SASL

The Metrics Engine now includes support for a new form of two-factor authentication,
UNBOUNDID-DELIVERED-OTP SASL, which uses one-time passwords (OTPs) that are
delivered to the end user through some out-of-band mechanism. Out of the box, the server
provides support for e-mail (through the same SMTP external server approach used for email)
and SMS (through the Twilio web service). The Server SDK also provides support for creating
custom delivery mechanisms.

The process for authenticating using this new mechanism involves two steps:

167



Managing Security

» Theclient must first send a"deliver one-time password" extended request to the server. This
reguest includes an authentication 1D (either "dn:" followed by the DN or "u:" followed
by the username), the user's static password, and an optional set of allowed delivery
mechanisms. If successful, thiswill cause the server to generate a one-time password, store it
in the user's entry, and send it to the user through some mechanism.

* Oncethe user has received the one-time password, the client should perform an
UNBOUNDID-DELIVERED-OTP SASL bind (which may be on the same connection or
adifferent connection as was used to process the "deliver one-time password" extended
operation). The credentials for this SASL mechanism include an authentication ID to identify
the user, an optional authorization ID (if operations performed by the client should be
authorized as a different user), and the one-time password that was delivered to them.

The static password is not included in the SASL bind request, but because the user must provide
the static password in order to obtain the one-time password, it still qualifies as aform of
multifactor authentication. Unlike UNBOUNDID-TOTP SASL, thereis no need to have a
shared secret between the client and the server, or any special client-side software to generate
the one-time password, or a need to worry about whether the client and server clocks are
roughly in sync.

To Configure the UNBOUNDID-DELIVERED OTP SASL

1. Add support for one or more OTP delivery mechanisms. For email, you first need to create
an SMTP external server and associate it with the global configuration before you can create
the delivery mechanism.

$ bin/dsconfig create ext ernal -server \
--server-nanme "lIntranet SMIP Server" \
--type sntp \
--set server-host-nane: server. exanpl e. com

$ bin/dsconfig set-gl obal -configuration-prop \
--add "sntp-server:|ntranet SMIP Server"

$ bin/dsconfig create-otp-delivery-mechani sm\
--mechani smname E-Mail \
--type email \
--set enabled:true \
--set 'sender-address: ot p@xanpl e. coml \
--set "email-address-attribute-type:mil" \
--set "message-subject: Your one-tinme password" \
--set "nmessage-text-before-otp: Your one-tine password: "

2. If you have a Twilio account, you can use it to configure the server to deliver one-time
passwords over SMS.

dsconfi g create-otp-delivery-nechani sm\
-mechani sm name SMS \
--type twilio\
--set enabl ed: true
--set tw lio-account-sid: xxxxx \
--set tw lio-auth-token: xxxxx \
--set "sender - phone- nunber: xxxxx" \
--set phone-nunber-attribute-type: nobile \
--set "message-text-before-otp: Your one-tinme password: "

3. Once you have your OTP delivery mechanisms, you can configure the extended operation
handler.
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$ bin/dsconfig create-extended-operation-handler \
--handl er-nanme "Deliver One-Tine Password" \
--type deliver-otp \
--set enabled:true \
--set "identity-napper: Exact Match" \
--set "password-generator: One-Ti me Password Generator" \
--set default-otp-delivery-nmechani sm SVMS \
--set default-otp-delivery-mechani sm E- Mai |

. Next, configure the SASL mechanism handler.

$ bin/dsconfig create-sasl-nmechani sm handl er \
- - handl er - name UNBOUNDI D- DELI VERED- OTP \
--type unboundi d-del ivered-otp \
--set enabl ed:true \
--set "identity-nmapper: Exact Match" \
--set "otp-validity-duration:5 m nutes”

. Make sure the server contains a user account with the account needed to deliver the one-time
password to the user (i.e., avalid email address or mobile number).

. Next, use the deliver one-time password extended operation to have the server generate

and send a one-time password to the user. The Commercia Edition of UnboundID LDAP
SDK contains support for the extended request and response needed to do this. In actual
production deployments, you can create aweb form to allow the user to enter the information
and click a button. The server comes with a new deliver-one-time-password command-line
tool that can achieve the same result.

$ bin/deliver-one-tine-password \
--user Narme j doe \
- - pronpt For Bi ndPassword \
--del i veryMechani sm SMS

Enter the static password for the user:

Successfully delivered a one-time password via nmechanism'SMS' to '123-456-7890

If processed successfully, you will receive atext as follows:

Your one-tinme password: 123456

. Finally, authenticate to the server using the UNBOUNDID-DELIVERED-OTP SASL
mechanism. The Commercial Edition of the LDAP SDK can help you accomplish this so that
the user sees an interface. Or, you can use | dapsear ch or some other tool to accomplish the
same result.

$ bin/l dapsearch \
-0 mech=UNBOUNDI D- DELI VERED- OTP \
-0 authl D=u: j doe \
-0 ot p=123456 \
-b "
-s base ' (objectd ass=*)"' \
ds- support ed- ot p-del i very- mechani sm

The search returns;

dn:
ds- support ed- ot p-del i very- mechani sm E- Mai |
ds- support ed- ot p-del i very- mechani sm SMS
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Configuring Pass-Through Authentication

Pass-through authentication (PTA) is a mechanism by which one Metrics Engine receives

the bind request and can consult another Metrics Engine to authenticate the bind request.
Administrators can implement this functionality by configuring a PTA plug-in that enables the
Metrics Engine to accept simple password-based bind operations.

To Configure Pass-Through Authentication

1. First, usedsconfi g to define the external servers for the instances that will be
used to perform the authentication. The bind DN is set to ui d=pass-t hr ough-
user, dc=exanpl e, dc=com which is used to bind to the target LDAP server for simple
authentication. Theveri fy-credenti al s- met hod property ensures that a single set of
connections for processing binds and all other types of operationsisin place without
changing the identity of the associated connection.

$ bin/dsconfig create-external -server \

--server-nane "ds-w th-pw 1. exanpl e. com 389" \

--type unboundi d-netrics-engi ne \

--set server-host-nane: ds-w t h-pw 1. exanpl e. com \

--set server-port:389 \

--set "bind-dn: ui d=pass-t hrough-user, dc=exanpl e, dc=cont' \
--set authentication-method: sinple \

--set verify-credential s-nmethod: retain-identity-control

2. Repest step 1 so that you have multiple external serversin case one of them becomes
unavailable.

$ bin/dsconfig cr eat e- ext ernal -server \
--server-nane "ds-w th-pw 2. exanpl e. com 389" \
--type unboundi d-netrics-engi ne \
--set server-host-nane: ds-w t h- pw 2. exanpl e. com \
--set server-port:389 \
--set "bind-dn: ui d=pass-t hrough-user, dc=exanpl e, dc=com' \
--set authentication-nmethod: sinple \
--set verify-credential s-nmethod:retain-identity-control

3. Create an instance of the pass-through authentication plug-in that will use the external
server(s) as a source of authentication. Based on this configuration, the server will first try to
process alocal bind asthe target user (try-1 ocal - bi nd: true). Thetry-1ocal - bi nd: t rue
together with the overri de- | ocal - passwor d: t r ue meansthat if thelocal bind fails for any
reason, then it will try sending the request to either ds-wi t h- pw 1. exanpl e. com 389 Of ds-
wi t h- pw- 2. exanpl e. com 389 (ser ver - access- node: r ound- r obi n). If the bind succeeds
against the remote server, then the local entry will be updated to store the password that was
used (updat e- | ocal - passwor d: t r ue). The number of connectionsto initially establish to
the LDAP external server isset to 10 (i ni ti al - connect i ons: 10). The maximum number of
connections maintained to the LDAP external server is 10 (max- connect i ons: 10).

$ b| n/ dsconfig cr eate-plugin \
- pl ugi n-nane "Pass- Through Aut hentication" \
--type pass-through-authentication \
--set enabled:true \
--set server:ds-with-pw 1. exanple.com 389 \
--set server:ds-with-pw 2. exanpl e. com 389 \
--set try-local-bind:true \
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--set override-|ocal -password:true \
--set update-local -password: true \
--set server-access-node: round-robin \
--set initial-connections:10 \

--set max-connections: 10

Note:

Thetry-1ocal - bi nd property works in conjunction with the overri de-
| ocal - passwor d property. If try-1 ocal - bi nd iStrue and overri de-
| ocal - passwor d is set to its default value of f al se, then the server
0 attempts alocal bind first. If it fails because no password is set, then it
- will forward the bind request to aremote server. If the password was set
but still fails, the server will not send the request to the remote server.

Iftry-local -bindistrue andoverri de-1 ocal - password iSt rue, then
alocal bind will be attempted. The server will forward the request to the
remote server if the local bind fails for any reason.

Adding Operational Attributes that Restrict Authentication

The Metrics Engine provides a number of operational attributes that can be added to user entries
in order to restrict the way those users can authenticate and the circumstances under which they
can be used for proxied authorization. The operational attributes are as follows:

» ds-auth-allowed-address. Used to indicate that the user should only be alowed to
authenticate from a specified set of client systems. Values should be specified asindividual
IP addresses, | P address patterns (using wildcards like "1.2.3.*", CIDR notation like
"1.2.3.0/24", or subnet mask notation like "1.2.3.0/255.255.255.0"), individual DNS
addresses, or DNS address patterns (using wildcards like "* .example.com"). If no allowed
address values are present in a user entry, then no client address restrictions will be enforced
for that user.

» ds-auth-allowed-authentication-type. Used to indicate that the user should only be allowed
to authenticate in certain ways. Allowed valuesinclude "simple" (to indicate that the user
should be allowed to bind using simple authentication) or "sasl {mech}" (to indicate that the
user should be allowed to bind using the specified SASL mechanism, like "sasl PLAIN™).

If no authentication type values are present in a user entry, then no authentication type
restrictions will be enforced for that user.

« ds-auth-require-secure-authentication. Used to specify whether the user should be
required to authenticate in a secure manner. If this attribute is present with a value of "true”,
then that user will only be allowed to authenticate over a secure connection or using a
mechanism that does not expose user credentials (e.g., the CRAM-MD5, DIGEST-MD5,
and GSSAPI SASL mechanisms). If this attribute is present with avalue of "false”, or it is
not present in the user's entry, then the user will not be required to authenticate in a secure
manner.

e ds-auth-require-secure-connection. Used to specify whether the user should be required
to communicate with the server over a secure connection. If this attribute is present in a user
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entry with avalue of "true", then that user will only be allowed to communicate with the
server over a secure connection (using SSL or StartTLS). If this attribute is present with a
value of "false", or if it is not present in the user's entry, then the user will not be required to
USe a secure connection.

ds-auth-is-proxyable. Used to indicate whether the user can be used as the target of proxied
authorization (using the proxied authorization v1 or v2 control, the intermediate client
control, or a SASL mechanism that allows specifying an alternate authorization identity).

If this attribute is present in a user entry with avalue of "required”, then that user will

not be allowed to authenticate directly to the server but instead will only be allowed to be
referenced by proxied authorization. If this attribute is present with a value of "prohibited”,
then that user will not be alowed to be the target of proxied authorization but may only
authenticate directly to the server. If this attribute is present with avalue of "allowed", or if it
is not present in the user's entry, then the user may authenticate directly against the server or
be the target of proxied authorization.

ds-auth-is-proxyable-by. Used to restrict the set of accounts that may target the user for
proxied authorization. If this attribute is present in auser's entry, then its values must be the
DNs of the usersthat can target the user for proxied authorization (as long as those users
have sufficient rights to use proxied authorization). If it is absent from the user's entry, then
any account with appropriate rights may target the user via proxied authorization.

Configuring Certificate Mappers

SASL EXTERNAL requires that a certificate mapper be configured in the server. The certificate
mapper is used to identify the entry for the user to whom the certificate belongs. The Metrics
Engine supports a number of certificate mapping options including:

Subject Equals DN. The Subject Equals DN mapper expects the subject of the

certificate to exactly match the DN of the associated user entry. This option is not

often practical as certificate subjects (e.g., cn=j doe, ou=d i ent Cert, o=Exanpl e

Conpany, c=Aust i n, st =Texas, c=US) are not typically in the same form as an entry (e.g.,
cn=j doe, ou=Peopl e, o=Exanpl e Conpany, Of ui d=j doe, ou=Peopl e, dc=exanpl e, dc=com).

Finger print. The Fingerprint mapper expects the user's entry to contain an attribute (ds-
certficate-fingerprint by default, although thisis configurable), whose values are
the SHA-1 or MD5 fingerprints of the certificate(s) that they can use to authenticate. This
attribute must be indexed for equality.

Subject Attributeto User Attribute. The Subject Attribute to User Attribute mapper can be
used to build a search filter to find the appropriate user entry based on information contained
in the certificate subject. For example the default configuration expects the cn value from

the certificate subject to match the cn value of the user's entry, and the e value from the
certificate subject to match the mai | value of the user's entry.

Subject DN to User Attribute. The Subject DN to User Attribute mapper expects the

user's entry to contain an attribute (ds- certi fi cat e- subj ect - dn by default, although
thisis configurable), whose values are the subjects of the certificate(s) that they can useto
authenticate. This multi-valued attribute can contain the subjects of multiple certificates. The
attribute must be indexed for equality.
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Configuring the Subject Equals DN Certificate Mapper

The Subject Equals DN Certificate Mapper is the default mapping option for the SASL
EXTERNAL mechanism. The mapper requires that the subject of the client certificate exactly
match the distinguished name (DN) of the corresponding user entry. The mapper, however, is
only practical if the certificate subject has the same format as your Metrics Engine' s entries.

To Configure the Subject Equals DN Certificate Mapper

» Change the certificate mapper for the SASL EXTERNAL mechanism.

$ bin/dsconfig --no-pronpt set-sasl-nmechani sm handl er-prop \
--handl er - name EXTERNAL \
--set "certificate-mapper: Subj ect Equals DN’

Configuring the Fingerprint Certificate Mapper

The Fingerprint Mapper causes the server to compute an MD5 or SHA-1 fingerprint of the
certificate presented by the client and performs a search to find that fingerprint valuein auser’'s
entry (ds-certificate-fingerprint by default). Theds-certificate-fingerprint attribute
can be added to the user’s entry together with the ds- certi fi cat e- user auxiliary object

class. For multiple certificates, the attribute can have separate values for each of the acceptable
certificates. If you decide to use this attribute, you must index the attribute as it is not indexed by
default.

The following example will use this certificate:

Alias nanme: client-cert
Creation date: COct 29, 2011
Entry type: PrivateKeyEntry

Certificate chain length: 1 Certificate[1]:
Omner: CN=jdoe, OU=Client Cert, O=Exanple Conpany, L=Austin, ST=Texas, C=US
| ssuer: EMAI LADDRESS=what ever @xanpl e. com CN=Cert Auth, OU=M Certificate Authority,
O=Exanpl e Conpany, L=Austin, ST=Texas, C=US
Serial nunber: e19cb2838441dbcd
Valid from Thu Cct 29 13:07:10 CDT 2011 until: Fri Cct 29 13:07:10 CDT 2012
Certificate fingerprints:

MD5: 40: 73: 7C. EF: 1B: 4A: 3F: F4: 9B: 09: C3: 50: 2B: 26: 4A: EB

SHAL1: 2A:89:71: 06: 1A: F5: DA FF: 51: 7B: 3D: 2D: 07: 2E: 33: BE: C6: 5D: 97: 13

Si gnature al gorithm nanme: SHAlwi t hRSA

Version: 1

To Configure the Fingerprint Certificate Mapper

1. Create an LDIF fileto hold a modification that addsthe ds-certi fi cat e- user object class
andds-certificate-fingerprint attributeto the target user’s entry.

dn: ui d=j doe, ou=Peopl e, dc=exanpl e, dc=com
changetype: nodify

add: objectd ass

obj ectCl ass: ds-certificate-user

add: ds-certificate-fingerprint
ds-certificate-fingerprint: 40:73:7C: EF: 1B: 4A: 3F: F4: 9B: 09: C3: 50: 2B: 26: 4A: EB
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2. Then, apply the change to the entry using | dapnodi fy:

$ bin/ldapmodify --filenane add-cert-attr.Idif

dn: ui d=j doe, ou=Peopl e, dc=exanpl e, dc=com
ds-certificate-fingerprint:40:73:7C: EF: 1B: 4A: 3F: F4: 9B: 09: C3: 50: 2B: 26: 4A: EB

3. Check that the attribute was added to the entry using | dapsear ch.

$ bin/l dapsearch --baseDN dc=exanpl e, dc=com " (ui d=j doe)" \

ds-certificate-fingerprint
dn: ui d=j doe, ou=Peopl e, dc=exanpl e, dc=com
ds-certificate-fingerprint:40:73: 7C: EF: 1B: 4A: 3F: F4: 9B: 09: C3: 50: 2B: 26: 4A: EB

4. Createanindex for theds-certificate-fingerprint attribute. If the server is configured
with multiple data backends, then the attribute should be indexed in each of those backends.

$ bin/dsconfig create-|ocal -db-index --backend-nane userRoot \
--index-nane ds-certificate-fingerprint --set index-type:equality

5. Usetherebui | d-i ndex tool to cause an index to be generated for this attribute.

$ bin/rebuild-index --task --baseDN dc=exanpl e, dc=com \
--index ds-certificate-fingerprint

[14:56: 28] The consol e | oggi ng output is also available in

'/ ds/ Unboundl D- Met ri cs- Engi ne/ | ogs/ t ool s/ rebui |l d-i ndex. | og'

[14:56:29] Due to changes in the configuration, index

dc_exanpl e_dc_com ds-certificate-fingerprint.equality is currently

operating in a degraded state and nust be rebuilt before it can used

[14:56:29] Rebuild of index(es) ds-certificate-fingerprint started with 161 total
records to process

[ 14:56:29] Rebuild conpl ete. Processed 161 records in O seconds

(average rate 1125. 9/ sec)

6. Change the certificate mapper for the SASL EXTERNAL mechanism.

$ bin/dsconfig --no-pronpt set-sasl-nmechani sm handl er-prop \
- - handl er - name EXTERNAL \
--set "certificate-mapper: Fingerprint Mapper"

Configuring the Subject Attribute to User Attribute Certificate Mapper

The Subject Attribute to User Attribute Certificate Mapper maps common attributes from

the subject of the client certificate to the user’ s entry. The generated search filter must match
exactly one entry within the scope of the base DN(s) for the mapper. If no match isreturned or if
multiple matchines entries are found, the mapping fails.

Given the subject of the client certificate:

Omner: CN=John Doe, OU=Cient Cert, O=Exanple Conpany, L=Austin, ST=Texas, C=US

We want to match to the following user entry:

dn: ui d=j doe, ou=Peopl e, dc=exanpl e, dc=com
obj ectCl ass: top

obj ect Cl ass: person

obj ect Cl ass: organi zati onal Person

obj ect G ass: inet OrgPerson

uid: jdoe

gi venNane: John
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sn: Doe
cn: John Doe
mai | : j doe@xanpl e. com

To Configure the Subject Attribute to User Attribute Certificate Mapper

» Change the certificate mapper for the SASL EXTERNAL mechanism.

$ bin/dsconfig --no-pronpt set-sasl-nmechani sm handl er-prop \
- - handl er - name EXTERNAL \
--set "certificate-mapper: Subject Attribute to User Attribute"

Configuring the Subject DN to User Attribute Certificate Mapper

The Subject DN to User Attribute Certificate mapper expects the user’ s entry to contain an
attribute (ds- certi fi cat e- subj ect - dn by default) whose values match the subjects of the
certificates that the user can use to authenticate. Theds- certi fi cat e- subj ect - dn attribute can
be added to the user’s entry together with the ds- certi fi cat e- user auxiliary object class. The
attribute is multi-valued and can contain the Subject DNs of multiple certificates. The certificate
mapper must match exactly one entry, or the mapping will fail.

If you decide to use this attribute, you must add an equality index for this attribute in all data
backends.

To Configure the Subject DN to User Attribute Certificate Mapper

1. Create an LDIF file to hold a modification that addstheds- certi fi cat e- user object class
and ds-certificat e- subj ect - dn attribute to the target user’s entry.

dn: ui d=j doe, ou=Peopl e, dc=exanpl e, dc=com
changetype: nodify

add: objectd ass

obj ectCl ass: ds-certificate-user

add: ds-certificate-subject-dn
ds-certificate-subject-dn: CN=John Doe, O=Cient Certificate, O=Exanpl e
Conpany, L=Aust i n, ST=Texas, C=US
2. Then, apply the change to the entry using | dapnodi fy:

$ bin/ldapmodify --filenane add-cert-attr.Idif

3. Check that the attribute was added to the entry using | dapsear ch.

$ bin/l dapsearch --baseDN dc=exanpl e, dc=com " (ui d=j doe) " \
ds-certificate-subject-dn

dn: ui d=j doe, ou=Peopl e, dc=exanpl e, dc=com

ds-certificate-fingerprint: CN=jdoe, OU=Client Cert, O=Exanple Conpany,
L=Austin, ST=Texas, C=US

4. Createanindex totheds-certificate-subject-dn attribute.

$ bin/dsconfig create-|ocal -db-index --backend-nanme userRoot \
--index-nane ds-certificate-subject-dn --set index-type:equality
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5. Usetherebui | d-i ndex tool to ensure that the index is properly generated in al appropriate
backends.

$ bin/rebuild-index --task --baseDN dc=exanpl e, dc=com \
--index ds-certificate-subject-dn

[15:39:19] The consol e | oggi ng output is also available in

'/ ds/ Unboundl D- Metri cs- Engi ne/ | ogs/ tool s/ rebuil d-index.| og'

[ 15:39: 20] Due to changes in the configuration, index

dc_exanpl e_dc_com ds-certificate-subject-dn.equality is currently operating

in a degraded state and nmust be rebuilt before it can used

[15:39:20] Rebuild of index(es) ds-certificate-subject-dn started with 161 total
records to process

[ 15: 39: 20] Rebuild conpl ete. Processed 161 records in O seconds

(average rate 2367. 6/ sec)

6. Change the certificate mapper for the SASL EXTERNAL mechanism.

$ bin/dsconfig --no-pronpt set-sasl-nmechani sm handl er-prop \
- - handl er - name EXTERNAL \
--set "certificate-mapper: Subject DN to User Attribute"
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Chapter
8 Troubleshooting the Metrics Engine

This chapter provides the common problems and potential solutions that might occur when
running UnboundID Metrics Engine.

This chapter presents the following information:
Topics:

» Debugging the Metrics Engine

*  Working with the Troubleshooting Tools

*  Metrics Engine Troubleshooting Tools

e Troubleshooting Resources for Java Applications

« Troubleshooting Resources in the Operating System
* Troubleshooting Performance Problems

* Troubleshooting the Metrics Engine API

« Common Problems and Potential Solutions
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Debugging the Metrics Engine

Y ou can enable the VM debugging options to track garbage collection data for your system.
The options can impact VM performance, but they provide valuable data to tune your server
when troubleshooting garbage collection issues. Whilethej st at utility with the - gc option
can be used to obtain some information about garbage collection activity, there are additional
arguments that can be added to the JVM to use when running the server to provide additional
detail.

- XX: +Print GCDet ai | s

- XX: +Print TenuringDi stribution

- XX: +Pri nt GCAppl i cati onConcurrent Ti me
- XX: +Pri nt GCAppl i cat i onSt oppedTi ne

- XX: +Pri nt GCDat eSt anps

To run the Metrics Engine with these options, edit the confi g/ j ava. properti es fileand add
them to the end of the line that beginswith "st art - metri cs- engi ne. j ava- ar gs". After thefile
has been saved, invoke the following command to make those new arguments take effect the
next time the server is started:

$ bi n/ dsj avaproperties

Working with the Troubleshooting Tools

The UnboundID Metrics Engine provides a highly-reliable service that satisfies your company's
objectives. However, if problems do arise (whether from issues in the Metrics Engine itself or

a supporting component, like the VM, operating system, or hardware), then it is essential to be
able to diagnose the problem quickly to determine the underlying cause and the best course of
action to take towards resolving it.

Working with the Collect Support Data Tool

The Metrics Engine provides a significant amount of information about its current state
including any problemsthat it has encountered during processing. If a problem occurs, the

first stepistorunthecol I ect - support - dat a tool in the bi n directory. The tool aggregates

al relevant support filesinto a zip file that administrators can send to your authorized support
provider for analysis. The tool also runs data collector utilities, such asj ps, j st ack, andj st at
plus other diagnostic tools for Solaris and Linux machines, and bundles the resultsin the zip file.

The tool may only archive portions of certain log files to conserve space, so that the resulting
support archive does not exceed the typical size limits associated with e-mail attachments.

The data collected by the col I ect - support - dat a tool varies between systems. For example,
on Solaris Zone, configuration information is gathered using commands like zonenane and
zoneadm However, the tool always tries to get the same information across all systems for the
target Metrics Engine. The data collected includes the configuration directory, summaries and
snippets from the | ogs directory, an LDIF of the monitor and RootDSE entries, and alist of all
filesin the server root.
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To Run the Collect Support Data Tool
1. Gotothe server root directory.

2. Usethecol | ect - support - dat a tool. Make sure to include the host, port number, bind DN,
and bind password.

$ bin/collect-support-data --hostname 127.0.0.1 --port 389 \
--bindDN "cn=Di rectory Manager" --bindPassword secret \
--serverRoot /opt/Unboundl D-Metrics-Engine --pid 1234

3. Email the zip file to your Authorized Support Provider.

Metrics Engine Troubleshooting Tools

The UnboundID Metrics Engine provides a set of tools that can also be used to obtain
information for diagnosing and solving problems.

Server Version Information

If it becomes necessary to contact your authorized support provider, then it will be important to
provide precise information about the version of the Metrics Engine software that isin use. If
the server is running, then this information can be obtained from the "cn=Ver si on, cn=noni t or'
entry. It can also be obtained using the command:

$ bin/status --full Version

This command outputs a number of important pieces of information, including:
* Major, minor, point and patch version numbers for the server.

» Source revision number from which the server was built.

* Build information including build ID with time stamp, OS, user, Javaand JVM version for
the build.

* Auxiliary software versions. Jetty, JZlib, SNMP4j (SNMP4J, Agent, Agentx), Groovy,
UnboundID LDAP SDK for Java, and UnboundID Server SDK.

Embedded Profiler

If the Metrics Engine appears to be running slowly, then it is helpful to know what operations
are being processed in the server. The VM Stack Trace monitor entry can be used to obtain a
point-in-time snapshot of what the server is doing, but in many cases, it might be useful to have
information collected over aperiod of time.

The embedded profiler is configured so that it is always available but is not active by default so
that it has no impact on the performance of the running server. Even when it is running, it has
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arelatively small impact on performance, but it is recommended that it remain inactive when

it is not needed. It can be controlled using the dsconf i g tool or the web administration console
by managing the "Profiler" configuration object in the "Plugin" object type, available at the
standard object level. Theprofi | e-act i on property for this configuration object can have one
of the following values:

» start — Indicates that the embedded profiler should start capturing data in the background.

» stop — Indicates that the embedded profiler should stop capturing data and write the
information that it has collected to al ogs/ profil e{ti nest anp} file.

» cancel — Indicates that the embedded profiler should stop capturing data and discard any
information that it has collected.

Any profiling data that has been captured can be examined using the pr of i | er - vi ewer tool.
Thistool can operate in either atext-based mode, in which case it dumps a formatted text
representation of the profile data to standard output, or it can be used in a graphical mode that
alows the information to be more easily understood.

To Invoke the Profile Viewer in Text-based Mode

* Runtheprofile-viewer command and specify the captured log file using the - - fi | eName
option.

$ bin/profile-viewer --fileNanme | ogs/profile.20110101000000Z

To Invoke the Profile Viewer in GUI Mode

* Runtheprofile-viewer command and specify the captured log file using the - - fi | eNare
option. To invoke GUI mode, add the option - - useGUI .

$ bin/profile-viewer --fileName | ogs/profile.20110101000000Z - - useCUl

Troubleshooting Resources for Java Applications

Because the UnboundI D Metrics Engine is written entirely in Java, it is possible to use standard
Java debugging and instrumentation tools when troubleshooting problems with the Metrics
Engine. In many cases, obtaining the full benefit of these tools requires access to the Metrics
Engine source code. These Javatools should be used under the advisement of your authorized
support provider.

Java Troubleshooting Documentation (Oracle/Sun JDK)

There are a number of documents providing general information about troubleshooting Java-
based applications. Some of these documents include:

* http://www.oracle.com/technetwork/javaljavase/index-138283.html — Troubleshooting Java
SE
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» http://www.oracle.com/technetwork/javaljavase/index-137495.html — Troubleshooting Guide
for Java SE 6 with HotSpot VM

*  http://www.sun.com/bigadmin/hubs/java/troubleshoot/ — BigAdmin Page on Java SE
Troubleshooting

 http://www.oracle.com/technetwork/javaljavase/tool s6-unix-139447.html — Tools for
troubleshooting Java on Solaris and Linux

Java Troubleshooting Tools (Oracle/Sun JDK)

The Java Development Kit provides a number of very useful tools to obtain information about
Java applications and diagnosing problems. These tools are not included with the Java Runtime
Environment (JRE), so the full Java Development Environment (JDK) should always be
installed and used to run the UnboundID Metrics Engine.

ips
Thej ps tool isaJava-specific version of the UNIX ps tool. It can be used to obtain alist of all
Java processes currently running and their respective process identifiers. When invoked by a

non-root user, it will list only Java processes running as that user. When invoked by aroot user,
then it lists all Java processes on the system.

Thistool can be used to see if the Metrics Engineis running and if a process ID has been
assigned to it. This process ID can be used in conjunction with other tools to perform further
anaysis.

Thistool can be run without any arguments, but some of the more useful arguments that include:
* -v —Includes the arguments passed to the VM for the processes that are listed.
* -m — Includes the arguments passed to the main method for the processes that are listed.

* -| —(lowercase L). Include the fully qualified name for the main class rather than only the
base class name.

Additional documentation for thej ps tool is available at:

 http://java.sun.com/javase/6/docs/techs/tool s/share/jps.html

jstack

Thej st ack tool isused to obtain a stack trace of arunning Java process, or optionally from a
corefile generated if the JVM happensto crash. A stack trace can be extremely valuable when
trying to debug a problem, because it provides information about all threads running and exactly
what each is doing at the point in time that the stack trace was obtained.

Stack traces are helpful when diagnosing problems in which the server appears to be hung or
behaving slowly. Java stack traces are generally more helpful than native stack traces, because
Java threads can have user-friendly names (as do the threads used by the UnboundID Metrics
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Engine), and the frame of the stack trace may include the line number of the source file to which
it corresponds. Thisis useful when diagnosing problems and often allows them to be identified
and resolved quickly.

To obtain a stack trace from arunning JVM, use the command:

j stack {processl D}

where { processiD} isthe process ID of the target VM as returned by thej ps command. To
obtain a stack trace from a core file from a Java process, use the command:

j stack {pathToJava} {pathToCore}

where { pat hToJava} isthe path to the java command from which the core file was created, and
{ pat hToCor e} isthe path to the core file to examine. In either case, the stack trace is written to
standard output and includes the names and call stacks for each of the threads that were activein
the WM.

In many cases, no additional options are necessary. The"- 1" option can be added to obtain a
long listing, which includes additional information about locks owned by the threads. The “- ni’
option can be used to include native frames in the stack trace.

Additional documentation for thej st ack tool is available at http://java.sun.com/javase/6/ docs/
techs/tool s/share/jstack.html.

jmap

Thej map tool is used to obtain information about the memory consumed by the VM. It isvery
similar to the native prap tool provided by many operating systems. Aswith thej st ack tool,

j map can be invoked against a running Java process by providing the process ID, or against a
corefile, like:

jmap {processl| D}
jmap {pathToJava} {pathToCore}

Some of the additional arguments include:

e -dump:liveformat=Db,file=filename — Dump the live heap data to afile that can be
examined by thej hat tool

* -heap — Provides a summary of the memory used in the Java heap, along with information
about the garbage collection algorithm in use.

« -histo:live— Provides a count of the number of objects of each type contained in the heap.
If the“: 1i ve” portion isincluded, then only live objects are included; otherwise, the count
include objects that are no longer in use and are garbage collected.

Additional information about the j map tool can be found at http://java.sun.com/javase/6/ docs/
techs/tool s/share/jmap.html.
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jhat

Thej hat (JavaHeap Analysis Tool) utility provides the ability to analyze the contents of the
Java heap. It can be used to analyze a heap dump file, which is generated if the Metrics Engine
encounters an out of memory error (as aresult of the "- XX: +HeapDunpOnQut Of Menor yError "
JVM option) or from the use of thej rap command with the "- dunp" option.

Thej hat tool acts as aweb server that can be accessed by a browser in order to query the
contents of the heap. Severa predefined queries are available to help determine the types of
objects consuming significant amounts of heap space, and it also provides a custom query
language (OQL, the Object Query Language) for performing more advanced types of analysis.
Thej hat tool can be launched with the path to the heap dump file, like:

j hat /path/to/ heap. dunp

This command causes thej hat web server to begin listening on port 7000. It can be accessed in
abrowser at http: //1 ocal host: 7000 (Or ht t p: // addr ess: 7000 from aremote system). An
alternate port number can be specified using the - por t " option, like:

jhat -port 1234 /path/to/heap.dunp

To issue custom OQL searches, access the web interface usingthe URL http: //

| ocal host : 7000/ oql / (thetrailing slash must be provided). Additional information about
the OQL syntax may be obtained in the web interface a htt p: / /1 ocal host : 7000/ ogl hel p/ .
Additional information for thej hat tool may befound at http: //j ava. sun. coni j avase/ 6/
docs/techs/tool s/share/jhat. htm .

jstat

Thej stat tool isused to obtain avariety of statistical information from the VM, much like the
vist at utility that can be used to obtain CPU utilization information from the operating system.
The general manner to invokeit is asfollows:

jstat {type} {processID} {interval}

The{interval } option specifiesthe length of time in milliseconds between lines of output. The
{process! D} option specifiesthe processID of the VM used to run the Metrics Engine, which
can be obtained by running j ps as mentioned previously. The{type} option specifiesthetype
of output that should be provided. Some of the most useful types include:

e -class— Providesinformation about class |oading and unloading.

» -compile— Provides information about the activity of the J' T complex.

e -printcompilation — Provides information about J T method compilation.
e -gc— Provides information about the activity of the garbage collector.

* -gccapacity — Provides information about memory region capacities.
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Java Diagnostic Information

In addition to the tools listed in the previous section, the VM can provide additional diagnostic
information in response to certain events.

JVM Crash Diagnostic Information

If the VM itself should happen to crash for some reason, then it generates afatal error log

with information about the state of the VM at the time of the crash. By default, thisfileis
named hs_err _pi d{ process! D} . | og and iswritten into the base directory of the Metrics
Engineinstallation. Thisfile includes information on the underlying cause of the VM crash,
information about the threads running and Java heap at the time of the crash, the options
provided to the JVM, environment variables that were set, and information about the underlying
system. More information about the content that may be written to this log file may be found at
http://java. sun. conljavase/ 6/ webs/troubl e/ TSG VM htm / fel og. ht mi .

Java Troubleshooting Tools (IBM JDK)

The UnboundID Metrics Engine can be run on machines using the IBM JDK. IBM provides
Java monitoring and diagnostic tools that can assess VM performance and troubleshoot any
Java application failures. The following tools are available for the IBM JDK. For more detailed
information, see the IBM Devel opers web-site for a description of each tool:

* Health Center Version 1.3. Monitors Java applications running on the JDK. The tool
provides profiling information for performance, memory usage, system environment, object
allocations and other areas.

e Memory Analyzer Version 1.1. Analyzes Java heap memory using a system or heap dump
snapshot of a Java process.

» Garbage Collection and Memory Visualizer Version 2.6. Fine-tunes Java performance by
optimizing garbage collection performance, provides Java heap recommendations based on
peak and average memory usage, and detects memory leaks and heap exhaustion.

* Dump Analyzer Version 2.2. Helps troubleshoot the cause of any application failure using
an operating system dump. The tool detects any potentia problems based on state, thread,
stack information and error messages that were generated when the application failed.

» Diagnostics Collector Version 1.0. Collects diagnostic and context information during Java
runtime processes that failed. The tool verifies your Java diagnostic configuration to ensure
that disabled diagnostic analyzers are enabled to troubleshoot a problem.

» |BM Diagnostic Tool Framework for Java Version 1.5. Runs on dump data extracted by
thej ext ract tool. Thetool checks memory locations, Javathreads, Java objects and other
important diagnostic areas when the system dump was produced.
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Troubleshooting Resources in the Operating System

The underlying operating system also provides a significant amount of information that can help
diagnose issues that impact the performance and the stability of the Metrics Engine. In some
cases, problems with the underlying system can be directly responsible for the issues seen with
the Metrics Engine, and in others system, tools can help narrow down the cause of the problem.

Identifying Problems with the Underlying System

If the underlying system itself is experiencing problems, it can adversely impact the function of
applications running on it. Places to look for problems in the underlying system include:

» Thesystem logfile (/ var / adm nessages on Solarisand / var / | og/ messages on Linux).
Information about faulted or degraded devices or other unusual system conditions are written
there.

e On Solaris systems, if the fault management system has detected a problem with a system
component, information about that problem is obtain by running the f rdurp command.

o If the ZFSfilesystem isin use, then the zpool status command provides information about
read errors, write errors, or data checksum errors.

Examining CPU Utilization

Observing CPU utilization for the Metrics Engine process and the system as a whole provides
clues asto the nature of the problem.

System-Wide CPU Utilization

To investigate CPU consumption of the system as awhole, usethe vinst at command with a
timeinterval in seconds, like:

vinstat 5

The specific output of this command varies between different operating systems, but it includes
the percentage of the time the CPU was spent executing user-space code (user time), the
percentage of time spent executing kernel-space code (system time), and the percentage of time
not executing any code (idle time).

If the CPUs are spending most of their time executing user-space code, the available processors
are being well-utilized. If performance is poor or the server is unresponsive, it can indicate that
the Metrics Engineis not optimally tuned. If thereis a high system time, it can indicate that the
system is performing excessive disk and/or network /O, or in some cases, there can be some
other system-wide problem like an interrupt storm. If the system is mostly idle but the Metrics
Engine is performing poorly or is unresponsive, there can be aresource constraint elsewhere
(for example, waiting on disk or memory access, or excessive lock contention), or the VM can
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be performing other tasks like stop-the-world garbage collection that cannot be run heavily in
paraldl.

Per-CPU Utilization

To investigate CPU consumption on a per-CPU basis, use the npst at command with atime
interval in seconds, like:

npstat 5

On Linux systems, it might be necessary to add "- P ALL" to the command, like:

npstat -P ALL 5

Among other things, this shows the percentage of time each CPU has spent in user time, system
time, and idle time. If the overall CPU utilization is relatively low but npst at reports that one
CPU has amuch higher utilization than the others, there might be a significant bottleneck within
the server or the VM might be performing certain types of garbage collection which cannot be
runin parallel. On the other hand, if CPU utilization isrelatively even across al CPUs, thereis
likely no such bottleneck and the issue might be elsewhere.

Per-Process Utilization

To investigate CPU consumption on a per-process basis, use the pr st at tool on Solaris or the

t op utility on Linux. If a process other than the Java process used to run the Metrics Engineis
consuming a significant amount of available CPU, it might be interfering with the ability of the
Metrics Engine to run effectively.

If the npst at command showed that one CPU was much more heavily utilized than the others,
it might be useful to identify the thread with the highest CPU utilization asit is likely the one
that is a bottleneck preventing other threads from processing. On Solaris, this can be achieved
by using the pr st at command with the"- L" option, like:

prstat -L -p {processl D}

This command will cause each thread to be displayed on a separate line, with the LWPID
(lightweight process identifier) displayed as the last item on each line, separated from the
process name by a slash. The thread that is currently consuming the largest amount of CPU will
be displayed at the top of the list, and the pst ack command can be used to identify which thread
isresponsible.

Examining Disk Utilization

If the underlying system has a very high disk utilization, it can adversely impact Metrics Engine
performance. It could delay the ahility to read or write database files or write log files. It could
also raise concerns for server stahility if excessive disk 1/0O inhibits the ability of the cleaner
threads to keep the database size under control.

Thei ost at tool may be used to obtain information about the disk activity on the system. On
Solaris systems, this should be invoked using the "- x" and "- n" arguments, like:
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iostat -x -n 5
On Linux systems, i ost at should be invoked with the"- x" argument, like:

iostat -x 5

A number of different types of information will be displayed, but to obtain an initial feel for how
busy the underlying disks are, ook at the "%b" column on Solaris and the "%util" column on
Linux. Both of these fields show the percentage of the time that the underlying disks are actively
servicing I/O requests. A system with a high disk utilization likely exhibits poor Metrics Engine
performance.

If the high disk utilization is on one or more disks that are used to provide swap space for the
system, the system might not have enough free memory to process requests. As aresult, it
might have started swapping blocks of memory that have not been used recently to disk. This
can cause very poor server performance. It isimportant to ensure that the server is configured
appropriately to avoid this condition. If this problem occurs on aregular basis, then the server
islikely configured to use too much memory. If swapping is not normally a problem but it
does arise, then check to seeif there are any other processes running, which are consuming
asignificant amount of memory, and check for other potential causes of significant memory
consumption (for example, largefilesin at npf s filesystem).

On Solaris systems using ZFS, you can usethe zpool iostat {interval } command to obtain
information about 1/O activity on a per-pool basis. While this command provides a useful
display of the number of read and write operations and the amount of data being read from

and written to the disks, it does not actually show how busy the underlying disks. Asaresult,
the zpool iostat command isgeneraly not as useful asthe traditional i ost at command for
identifying potential /O bottlenecks.

Examining Process Details

There are a number of tools provided by the operating system that can help examine a processin
detail.

PS

The standard ps tool can be used to provide a range of information about a particular process.
For example, the command can be used to display the state of the process, the name of the

user running the process, its process |D and parent process I D, the priority and nice value,
resident and virtual memory sizes, the start time, the execution time, and the process name with
arguments:

ps -fly -p {processl D}

Note that for a process with alarge number of arguments, the standard ps command displays
only alimited set of the arguments based on available space in the terminal window. In that
case, the BSD version of the ps command (available on Solarisas/ usr/ ucb/ ps) can be used to
obtain the full command with all arguments, like:

/usr/ucb/ ps auxwww {processl D}
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pstack

The pst ack command can be used to obtain a native stack trace of all threadsin a process.
While a native stack trace might not be as user-friendly as a Java stack trace obtained using
j stack, it includes threads that are not available in a Java stack trace. For example, the
command displays those threads used to perform garbage collection and other housekeeping
tasks. The general usage for the pst ack command is:

pstack {processl| D}

dbx / gdb

A pracess debugger provides the ability to examine a processin detail. Like pst ack, a debugger
can obtain a stack trace for all threads in the process, but it also provides the ability to examine
aprocess (or corefile) in much greater detail, including observing the contents of memory at

a specified address and the values of CPU registers in different frames of execution. The GNU
debugger gdb iswidely-used on Linux systems and is available on Solaris, but the Sun Studio
debugger dbx is generally preferred over gdb on Solaris.

Note that using a debugger against alive process interrupts that process and suspends its
execution until it detaches from the process. In addition, when running against a live process,
adebugger has the ability to actually alter the contents of the memory associated with that
process, which can have adverse effects. Asaresult, it is recommended that the use of a process
debugger be restricted to core files and only used to examine live processes under the direction
of your authorized support provider.

pfiles / Isof

To examine the set of filesthat a processis using (including special types of files, like sockets)
on Solaris, you can usethe pfi | es command, like:

pfiles {processl D}

On Linux systems, the | sof tool can be used, like:

| sof -p {process| D}

Tracing Process Execution

If aprocessis unresponsive but is consuming a nontrivial amount of CPU time, or if a process
is consuming significantly more CPU time than is expected, it might be useful to examine the
activity of that processin more detail than can be obtained using a point-in-time snapshot like
you can get with pst ack or adebugger. For example, if aprocessis performing a significant
amount of disk reads and/or writes, it can be useful to see which files are being accessed.
Similarly, if aprocessis consistently exiting abnormally, then beginning tracing for that process
just before it exits can help provide additional information that cannot be captured in a core file
(and if the processis exiting rather than being terminated for an illegal operation, then no core
file may be available).
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On Solaris systems, the dt r ace tool provides an unmatched mechanism for tracing the execution
of aprocessin extremely powerful and flexible ways, but it is also relatively complex and
describing its use is beyond the scope of this document. In many cases, however, observing

the system calls made by a process can revea agreat deal about what it is doing. This can be
accomplished using thet r uss utility on Solaris or the st r ace tool on Linux.

Thetruss utility isvery powerful and has alot of options, but two of the most useful formsin
which it may be invoked are:

e truss-f -p {processiD} — Provides abasic overview of al system calls being made by the
specified process (and any subprocesses that it creates) and their associated return values.

o truss-fear all -p {processli D} — Provides an extremely verbose trace of all system call
activity, including details about data being read from or written to files and sockets.

In both cases, the output may be written to afile instead of the terminal window by adding the
-0 {pat h} option. Further, rather than observing an aready-running process, it is possible

to havet r uss launch the process and trace execution over its entire life span by replacing - p
{processl D} with name and arguments for the command to invoke.

On Linux systems, the basic equivalent of the first truss variant aboveis:

strace -f -p {processl| D}

Consult the st race manual page for additional information about using it to trace process
execution on Linux.

Examining Network Communication

Because the UnboundID Metrics Engine is a hetwork-based application, it can be valuable

to observe the network communication that it has with clients. The Metrics Engine itself can
provide details about its interaction with clients by enabling debugging for the protocol or data
debug categories, but there may be a number of cases in which it is useful to view information
at amuch lower level. A network sniffer, like the snoop tool on Solaris or the tcpdump tool on
Linux, can be used to accomplish this.

There are many options that can be used with these tools, and their corresponding manual pages
will provide a more thorough explanation of their use. However, to perform basic tracing to
show the full details of the packets received for communication on port 389 with remote host
1.2.3.4, the following commands can be used on Solaris and Linux, respectively:

snoop -d {interface} -r -x O host 1.2.3.4 port 389
tcpdunp -i {interface} -n -XX -s 0 host 1.2.3.4 and port 389

On Solaris systems, the snoop command provides enhanced support for parsing LDAP
communication (but only when the Metrics Engine is listening on the default port of 389). By
adding the "- v" argument to the snoop command line, a verbose breakdown of each packet will
be displayed, including protocol-level information. It does not appear that thet cpdunp tool
provides support for LDAP parsing. However, in either case it is possible to write capture data
to afile rather than displaying information on the terminal (using "- o {pat h} " with snoop, or
"-w {pat h}" witht cpdunp), so that information can be later analyzed with a graphical tool like
Wireshark, which provides the ability to interpret LDAP communication on any port.
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Note that enabling network tracing generally requires privileges that are not available to normal
users and therefore may reguire root access. On Solaris systems, granting the net _r awaccess
privilege to a user should be sufficient to allow that user to run the snoop utility.

Troubleshooting Performance Problems

This section addresses some possible performance issues that the Metrics Engine may
experience. The Metrics Engine monitors itself at the same time that it monitors other servers, so
the historical view of the status and performance of the Metrics Engine is captured in the DBMS
and is available for historical analysis.

Example of Interpreting Performance Data to Troubleshoot Problems

This section describes troubleshooting system performance problems. It uses a contrived
example and answers the question of why an application, which was performing great 30
minutes ago, now exhibits terrible performance.

The help desk receives aphone call at 11:50 AM from a user indicating that application XYZ is
performing poorly. The help desk personnel check and all applicable servers appear to be up and
running, CPU utilization is within tolerance, and there are no observable network issues. After
30 minutes pass, the help desk staff make no progress with the issue and it gets escalated -- to
you.

The application in question is hosted on a pair of identity proxies with both servers sharing the
same pair of identity data storesin around-robin configuration.

First, you get a plot of the average Identity Proxy response time that covers the time frame of the
initial complaint. This chart is captured using the following quer y- net ri ¢ command:

$ bin/query-nmetric query --netric response-tinme --instanceType proxy \
--startTine -1h

The command displays the following chart.
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Proxy Server Response Time
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Figure 38: Proxy Server Response Time

This chart shows the problem that the user observed. Application response time tripled right
around the time they called in. The average shifted up, meaning that either afew request to
areally long time, or maybe everything slowed down. To get more information, you use the

query-met ri ¢ command to get a plot of the application response time histogram over the same
time. The result is the following graph.
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Figure 39: Application Response Time Histogram
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The graph shows that no requests during this period took areally long time. So it appears that all
operations were slow, so we look at the external server health.
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Figure 40: External Server Health

Here, we see an increase in response time that matches the decrease in external server health on
vm-02-nas;1389. So, the problem appears to be on that specific Identity Data Store. Next, we
look at what each Identity Data Store was doing.
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Figure 41: Directory Operations in Progress
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During the "bad" period from the first plot, we see that directory-11 (vm-02-nas:1389) stopped
doing anything. Something happened on directory-11 and then cleared up about 30 minutes
later. Finally, we consult the most recent status on directory-11 using the st at us command. We
see the following:

- Administrative Alerts ---
Severity : Time : Message

Error : 10/ Sep/ 2012 11:47:39 -0500 : A severe backl og has been detected in the
Directory Server work queue. The operation currently at the head of the queue has
been waiting for 25785 milliseconds

Error : 10/ Sep/ 2012 11:47:25 -0500 : A severe backl og has been detected in the
Directory Server work queue. The operation currently at the head of the queue has
been waiting for 11790 milliseconds

Warning : 10/ Sep/ 2012 11:47:12 -0500 : The Directory Server has detected that the
amount of usabl e di sk space is bel ow the configured | ow di sk space warning threshol d
for the follow ng path(s)

: : '/home/slj/deploy/ds2' (total Bytes:

18624344064, usabl eBytes: 1851559936, usabl ePercent: 10),

"/ hone/ sl j/depl oy/ ds2/ changel ogDb' (total Bytes: 18624344064,

: 1 usabl eBytes: 1851559936, usabl ePercent:

10), '/hone/slj/deploy/ds2/config" (total Bytes: 18624344064, usabl eBytes:
1851559936, usabl ePercent: 10),

: : '"/honme/slj/depl oy/ ds2/ db/ changel og

(total Bytes: 18624344064, usabl eBytes: 1851559936, usabl ePercent: 10),

"/ hone/ sl j/depl oy/ ds2/ db/ user Root' (total Bytes:

: 1 18624344064, usabl eBytes: 1851559936

usabl ePercent: 10), '/hone/slj/deploy/ds2/1ogs' (total Bytes: 18624344064,

usabl eByt es: 1851559936, usabl ePercent: 10)

Looking at the charts and server status above, you conclude that available disk space on
directory-11 went below the warning threshold for a period, resulting in the traffic shifting from
two identity data stores to only one for about 30 minutes. At the end of that time, both identity
data stores resumed normal operations and the response time returned to normal. What caused
the disk space to suddenly decrease is not known.

All of the charts above were captured using the quer y- et ri ¢ tool of the Metrics Engine.
Y ou can write a script that will capture historical information and use it to quickly analyze
performance problems that occurred hours, days, or even weeks ago with a high degree of
confidence.

Long Time Before Samples Appear in Queries

The delay between when ametric sampleis capture and when it is available in the Metrics
Engine is a combination of queuing and polling delays. The default configuration alows the
monitored server queue samplesin memory for up to 30 seconds before writing them to disk.
Samples are not available for the Metrics Engine to capture until after they are written to disk on
the monitored servers, so thereisadelay of up to 30 secondsin queuing o the monitored server.

The Metrics Engine polls each monitored server every 30 seconds by default, looking for new
data. In aworst case, a sample may have been captured on the monitored server 60 seconds
before it has been captured and queued for import on the Metrics Engine. When all servers are
running normally, 60 seconds is the upper limit of anormal delay between when asampleis
captured on the monitored server and when it is available to a query on the Metrics Engine.

Sometimes there is a backlog of blocks of sample datato be imported into the Metrics Engine.
In this case, a sample block may be delayed by minutes or even hours before becoming available
to aquery, in part because the import of sample blocksis a sequentia operation. Fortunately,

193



Troubleshooting the Metrics Engine

you can easily observe this condition and predict when the backlog will be cleared and normal
latency can once again be expected.

Use the following URL in abrowser to chart the number of sample blocks queued by the
Metrics Engine as a function of time over the past hour. Y ou can estimate, using the downward
slope of the spike, how long it will take to clear the backlog.

http://<metrics-engi ne-host: port>/api/vl/ netrics/nonitor-inport-queue-depth/chart?
mex| nt er val s=60&st art Ti me=- 1h

Below is a sample from a Metrics Engine that was shut down for 10 minutes. The spike that
occurs on startup results from the fact that all monitored servers continued to queue sample
blocks, and when the Metrics Engine started back up it fetched them and queued them for
import. You can see from the chart that about 1500 sample blocks were queued and it took the
Metrics Engine about three minutes to catch back up.
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Figure 42: Import Queue Depth

If you choose to monitor over LDAP, the following LDAP entry contains the equivalent
information.

dn: cn=Aggregation, cn=nonitor

Attribute: inport-queue - nunber of sanple blocks waiting for inport
(shoul d be close to zero)

Attribute: inport-load-delay-mllis - mlliseconds between when the
sanpl e bl ock arrived and when it was inported
(shoul d be I ess than 5 seconds)

Attribute: inport-load-mllis - mlliseconds to |oad the block to DBVS
(shoul d be |l ess than 50 milliseconds)

Attribute: inport-parse-nmllis - mlliseconds to parse the block to a
nornal i zed formready for inport
(shoul d be less than 75 m|liseconds)

The Metrics Engine captures and stores all of the data above, so you can easily go back and look
at the data's history to judge how well things are working.

Slow Queries for a Particular Metric

The Metrics Engine DBMSis designed for minimal space usage and the datain the samples
tablesis eventually optimized for query performance. However, there are cases where some
gueries may be slow. The expected query performance for a metric query should be less
than 500 milliseconds per query. If the Metrics Engine host system has adequate CPU and
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disk performance, as well as enough RAM for both the Metrics Engine server process and
PostgreSQL DBM S processes, then 500 milliseconds or less per query is expected for most
gueries. There are afew exceptions. Understanding the performance considerations can help you
improve query response time.

Some metric queries must read millions of records from the DBMS. If the query has not been
executed in the recent past, then chances are very good that all of the data will need to come
from disk. If the tables holding the data have been layout optimized, this process can take
several seconds. If the tables have not been layout optimized, this process can take more than
aminute. The Metrics Engine caches recent query results, so making the same query a second
time increases the likelihood that it can be much of the data from the sample cache, bypassing
the DBMS and reducing the overall query time.

If you have problems with a particular query and want to understand it better, enable the sl ow
query-t hreshol d property using dsconf i g. Queries for the specified metric that take longer
than the threshold will print query statistics to the server's error log. The statistics include the
percentage of the query that was already in cache (as afunction of time), the number of records
read from the DBMS, and how long the DBM S query took.

The following command causes any query for thet hr oughput metric that take more than 500
milliseconds to have its query statistics printed to the server error log.

dsconfi g set-nonitoring-configuration-prop \
--set sl ow query-threshol d- nms: 500: t hr oughput

For metrics that you know you want to query, but you cannot predict the frequency of the
gueries, you can configure metric queries to run in the background. Running them in the
background keeps the metrics in the cache and avoids the slow first query. The sl ow query
t hr eshol d setting above prints the command you should use to setup a prefetch query when
aquery exceeds the specified sl ow quer y-t hr eshol d. See the Prefetched Metric Query
configuration object with dsconfig for the details on how to configure this feature.

All Metric Queries are Slow

Theevi ct ed- count attribute of the sample cache sets the number of entries that have been
evicted from the cache due to alack of space. If this attribute is much great than zero, the cache
isundersized for the query load placed on the server. Y ou can increase the size of the sample
cache with the following command, which sets the maximum size to 200000.

dsconfi g set-nonitoring-configuration-prop \
--set sanpl e- cache- max- cached- seri es: 200000

Some queries are so infrequent that the cached data expires due to age. The default ageisten
minutes, but this can be increased up to one hour. If you observer the expi r ed- count monitor
attribute increasing between queries, you may consider increasing the idle timeout as follows:

dsconfig set-nonitoring-configuration-prop \
--set sanpl e-cache-idl e-series-timeout: 20m
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Strange Query Results for Time Ranges Ending Now

The query API attempts by default to aggregate samples across servers and dimension values.
Sometimes, the samples for different servers, or even different dimension values, are imported
into the Metrics Engine at different times. The only guarantee about the importing f metric
samplesisthat they will be imported in time-order for each server. Y ou can not set the ordering
across servers and samples for a specific time may arrive in stages. So, a metric query that
aggregates across servers or dimensions may get partial data when the query time range ends
close to now. This problem is compounded when the monitored servers have significant clock
skew relative to each other, because samples are timestamped with the monitored server clock,
not the Metrics Engine clock. Since the query looks at a single time range, the more clock
skew the monitored servers have, the higher the probability of the results close to now looking
strange.

To illustrate this problem, consider the following example. We want to look at thet hr oughput
metric for four proxy server. and we want to know how many L DAP operations have occurred
every minute of the last hour. The delay problem is most like to appear in the last minute,
because the DBM S has throughput data for some of the servers but not all. So, for 59 of the 60
minutes, the throughput data shows al four proxy servers. However, for the last minute, it only
has data for two of the four servers. The last sample has only half the value of al the others.
While it appears that throughput has dropped dramatically, in fact the last minute sample only
contains part of the data, the rest has not year arrived. This problem can occur for metrics that
are average-based (like response-time) as well, though it usualy is not as dramatic.

If you see this behavior and want to understand it better, the APl makes it very easy to
investigate. With the PI, you can pivot (split) the data by server and dimension and look at the
last few minutes. Since the API lets you format the results as an HTML table, you can see that
the data has not arrived and get a better idea of how to formulate your query to avoid this data
influx area.

The following sequence of APl URLsreturn the last three minutes of datain 10-second
increments:

http://<metrics-engi ne-host: port>/api/vl/ metrics/throughput/datatabl e?
max| nt er val s=30&st art Ti me=- 3m &t gx=out : ht m & z=US/ Cent r al

http://<metrics-engi ne-host: port>/api/vl/ metrics/throughput/datatabl e?
max| nt er val s=30&st art Ti me=- 3m &t gx=out : ht m & z=US/ Cent r al &pi vot =i nst ance

http://<metri cs-engi ne-host: port>/api/vl/ metrics/throughput/datatabl e?
max| nt er val s=30&st art Ti me=- 3m &t gx=out : ht m & z=US/ Cent r al &pi vot =i nst ance&pi vot =op-t ype

Thefirst URL aggregate all servers and LDAP operations into a single number split across time.
The second URL splits out the data by server and time. The third URL splits out the data by
server, LDAP operation, and time.

Asyou add dimension pivots (splits), you can see more clearly how the results are aggregations
of partial data, afact that is particularly pronounced in the most recent 60 seconds. The Metrics
Engineis especialy good at processing large flows of data, but less well suited to low latency

reporting.
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Note that this behavior is not limited to the most recent 60 seconds. If a server stops reporting
metric samples for any reason, this behavior will occur. A server can remain active with LDAP
activity but be inaccessible to the Metrics Engine (for example, if the WAN link is disrupted) for
aperiod of time, and the same pattern will be visible in the data. However, this occurs aimost all
the time within the most recent 30 to 60 seconds.

Optimizing the Layout of the Sample Data Table

The Metrics Engine loads data into the sample data tables in close to chronological order, so that
the recordsin the table are essentially time continguous. Sample data tables are partitioned by
time, so that all samplesfor agiven timerange arein asingle partition. While the insert order
does not guarantee the record layout on disk, the records will not be optimized for the supported
queries. A sample block may contain samples for 50 different metrics, such that the metric of
interest for aquery only occurs every 50 records. As aresult, the DBMS storage may contain
only one record in each DBMS disk page, which is pathological for query performance. The
Metrics Engine compensates for this by optimizing the partition when it believe no new records
will be added (at the end of the time range the partition supports). This optimization takes up

to aminute while it rewrites the entire partition in an order that matches the index order used
for metric queries. Query performance for an unoptimized partition is about 80% slower than
performance for an optimized partition. This simple background task is critical for good query
performance. If aquery arrives during partition optimization and needs data from the partition
being optimized, the query will be blocked until optimization completes.

Troubleshooting the Metrics Engine API

When making requests of the Metrics Engine API, you may get an HTTP response indicating
an internal server error (HTTP code 500). These errors may indicate a problem processing the
reguest that resulted in an exception. If you encounter this error, enable the debug logger for
the API resources, as the UnboundI D support staff will need the debug log to help diagnose the
problem. Enabl e the debug logger as follows:

dsconfi g create-debug-target --publisher-name "File-Based Debug Logger" \
--target-nanme com unboundi d. directory. non. api . vl.resources --set debug-level:info \
--set include-throwabl e-cause: true

Common Problems and Potential Solutions

This section describes a number of different types of problems that can occur and common
potential causes for them.

The Server Will Not Run Setup

If the set up tool does not run properly, some of the most common reasons include the
following:
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A Suitable Java Environment Is Not Available

The UnboundID Metrics Engine requires that Java be installed on the system and made available
to the server, and it must be installed prior to running set up. If the set up tool does not detect
that a suitable Java environment is available, it will refuse to run.

To ensure that this does not happen, the set up tool should be invoked with an explicitly-defined
value for the JAVA_HOME environment variable that specifies the path to the Javainstallation
that should be used. For example:

env JAVA HOVE=/ds/java ./setup

If this still does not work for some reason, then it can be that the value specified in the provided
JAVA HOME environment variable can be overridden by another environment variable. If that
occurs, try the following command, which should override any other environment variables that
can be set:

env UNBOUNDI D_JAVA HOME="/ds/j ava" UNBOUNDI D_JAVA BI N="" ./setup

Unexpected Arguments Provided to the JVM

If the set up script attempts to launch the java command with an invalid set of Java arguments,
it might prevent the VM from starting. By default, no specia options are provided to

the VM when running setup, but this might not be the case if either the JAVA_ARGS or
UNBOUNDID_JAVA ARGSenvironment variable is set. If the set up tool displays an error
message that indicates that the Java environment could not be started with the provided set of
arguments, then invoke the following command before trying to re-run set up:

unset JAVA ARGS UNBOUNDI D_JAVA ARGS

The Server Has Already Been Configured or Used

Theset up toal is only intended to provide the initial configuration for the Metrics Engine. It
refusesto run if it detects that the set up tool has already been run, or if an attempt has been
made to start the Metrics Engine prior to running the set up tool. This protects an existing
Metrics Engine installation from being inadvertently updated in a manner that could harm an
existing configuration or data set.

If the Metrics Engine has been previously used and if you want to perform afresh installation,
it isrecommended that you first remove the existing installation, create a new one and run

set up inthat new installation. However, if you are confident that there is nothing of valuein
the existing installation (for example, if a previous attempt to run set up failed to complete
successfully for some reason but it will refuse to run again), the following steps can be used to
alow the set up program to run:

* Removetheconfig/config.ldif fileandreplaceit with the confi g/ updat e/
config.ldif.{revision} filecontaining theinitial configuration.

» |If there are any files or subdirectories below the db directory, then remove them.

e Ifaconfig/java. properti es file exists, then removeit.
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e If alib/setup-java-honme script (or li b\ set -j ava- hone. bat file on Microsoft Windows)
exists, then removeit.

The Server Will Not Start

If the Metrics Engine does not start, then there are a number of potential causes.

The Server or Other Administrative Tool Is Already Running

Only asingle instance of the Metrics Engine can run at any time from the same installation root.
If an instanceis aready running, then subsequent attempts to start the server will fail. Similarly,
some other administrative operations can also prevent the server from being started. In such
cases, the attempt to start the server should fail with a message like:

The Metrics Engine could not acquire an exclusive lock on file

/ ds/ Unboundl D- Met ri cs- Engi ne/ | ocks/ server. | ock: The exclusive |ock requested for file
/ ds/ Unboundl D- Met ri cs- Engi ne/ | ocks/ server.|lock was not granted, which indicates

that anot her process already holds a shared or exclusive |ock on that

file. This generally neans that another instance of this server is already

runni ng

If the Metrics Engineis not running (and is not in the process of starting up or shutting down)
and there are no other tools running that could prevent the server from being started, and the
server still believesthat it isrunning, then it is possible that a previously-held lock was not
properly released. In that case, you can try removing all of the filesin thel ocks directory before
attempting to start the server.

If you wish to have multiple instances running at the same time on the same system, then you
should create a completely separate installation in another location on the filesystem.

There Is Not Enough Memory Available

When the Metrics Engine is started, the VM attemptsto allocate all memory that it has been
configured to use. If there is not enough free memory available on the system, then the Metrics
Engine generates an error message that indicates that the server could not be started with

the specified set of arguments. Note that it is possible that an invalid option was provided to
the VM (as described below), but if that same set of VM arguments has already been used
successfully to run the server, then it is more likely that the system does not have enough
memory available.

There are a number of potential causes for this:

 If the amount of memory in the underlying system has changed (for example, system
memory has been removed, or if the Metrics Engineis running in azone or other type of
virtualized container and a change has been made to the amount of memory that container
will be allowed to use), then the Metrics Engine might need to be re-configured to use a
smaller amount of memory than had been previously configured.

» Another process running on the system is consuming a significant amount of memory so
that there is not enough free memory available to start the server. If thisisthe case, then
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either terminate the other process to make more memory available for the Metrics Engine, or
reconfigure the Metrics Engine to reduce the amount of memory that it attempts to use.

The Metrics Engine was just shut down and an attempt was made to immediately restart it.
In some cases, if the server is configured to use a significant amount of memory, then it can
take afew seconds for all of the memory that had been in use by the server, when it was
previously running, to be released back to the operating system. In that case, run the vinst at
command and wait until the amount of free memory stops growing before attempting to
restart the server.

For Solaris-based systems only, if the system has one or more ZFS filesystems (even if the
Metrics Engineitself isnot installed on a ZFS filesystem), but it has not been configured

to limit the amount of memory that ZFS can use for caching, then it is possible that ZFS
caching is holding onto a significant amount of memory and cannot release it quickly enough
when it is needed by the Metrics Engine. In that case, the system should be re-configured to
limit the amount of memory that ZFSis allowed to use as described in the Using the Collect
Support Data Tool.

If the system is configured with one or more memory-backed filesystems, for example,

t npf s used for / t np for Solaris), then look to seeif there are any large files that can be
consuming a significant amount of memory in any of those locations. If so, then remove
them or relocate them to a disk-based filesystem.

For Linux systems only, if there is amismatch between the huge pages setting for the VM
and the huge pages reserved in the operating system. For more information, see Configure
Huge Page Support (Linux).

If nothing else works and there is still not enough free memory to allow the VM to start, then as
alast resort, try rebooting the system.

An Invalid Java Environment or JVM Option Was Used

If an attempt to start the Metrics Engine fails with an error message indicating that no valid Java
environment could be found, or indicates that the Java environment could not be started with
the configured set of options, then you should first ensure that enough memory is available on
the system as described above. If thereis a sufficient amount of memory available, then other
causes for this error can include the following:

The Javainstallation that was previously used to run the server no longer exists (for example,
an updated Java environment was installed and the old installation was removed). In

that case, update the confi g/ j ava. properti es fileto reference to path to the new Java
installation and run the bi n/ dsj avapr oper ti es command to apply that change.

The Javainstallation used to run the server has been updated and the server istrying to

use the correct Javainstallation but one or more of the options that had worked with the
previous Java version no longer work with the new version. In that case, it is recommended
that the server be re-configured to use the previous Java version, so that it can be run while
investigating which options should be used with the new installation.

If an UNBOUNDID_JAVA HOME or UNBOUNDID_JAVA BIN environment variableis
Set, then its value may override the path to the Javainstallation used to run the server as
defined intheconfi g/ j ava. properti es file. Similarly, if an UNBOUNDID_JAVA ARGS
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environment variable is set, then its value might override the arguments provided to

the VM. If thisisthe case, then explicitly unset the UNBOUNDID_JAVA HOME,
UNBOUNDID_JAVA BIN, and UNBOUNDID_JAVA ARGS environment variables before
trying to start the server.

Note that any timetheconfi g/ j ava. properti es fileis updated, the bi n/ dsj avapr operti es
tool must be run to apply the new configuration. If a problem with the previous Java
configuration prevents the bi n/ dsj avapr oper ti es tool from running properly, then it can
be necessary to removethel i b/ set - j ava- hone script (Or I i b\ set - j ava- hone. bat file on
Microsoft Windows) and invoke the bi n/ dsj avapr oper ti es tool with an explicitly-defined
path to the Java environment, like:

env UNBOUNDI D_JAVA HOVE=/ds/j ava bi n/dsjavaproperties

An Invalid Command-Line Option Was Provided

There are a small number of arguments that are provided when running the bi n/ st ar t - ds
command, but in most cases, none are required. If one or more command-line arguments were
provided for the bi n/ st art - ds command and any of them is not recognized, then the server
provides an error message indicating that an argument was not recognized and displays version
information. In that case, correct or remove the invalid argument and try to start the server

again.

The Server Has an Invalid Configuration

If achange is made to the Metrics Engine configuration using an officially-supported tool
likedsconfi g or the Management Console, the server should validate that configuration
change before applying it. However, it is possible that a configuration change can appear to be
valid at thetimethat it is applied, but does not work as expected when the server is restarted.
Alternately, a change in the underlying system can cause a previousdy-valid configuration to
becomeinvalid.

In most casesinvolving an invalid configuration, the Metrics Engine displays (and writes to the
error log) a message that explains the problem, and this can be sufficient to identify the problem
and understand what action needs to be taken to correct it. If for some reason the startup failure
does not provide enough information to identify the problem with the configuration, then look in
thel ogs/ confi g-audit. | og file to see what recent configuration changes have been made with
the server online, or inthe confi g/ ar chi ved- conf i gs directory to seeif there might have been
arecent configuration change resulting from adirect change to the configuration file itself that
was not made through a supported configuration interface.

If the server does not start as aresult of arecent invalid configuration change, then it can be
possible to start the server using the configuration that was in place the last time that the server
started successfully (for example, the "last known good" configuration). This can be achieved
using the - - useLast KnownGoodConf i g option:

$ bin/start-ds --uselLast KnownGoodConfig

Note that if it has been along time since the last time the server was started and a number of
configuration changes have been made since that time, then the last known good configuration
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can be significantly out of date. In such cases, it can be preferable to manually repair the
configuration.

If thereis no last known good configuration, if the server no longer starts with the last known
good configuration, or if the last known good configuration is significantly out of date, then
manually update the configuration by editing the confi g/ confi g. 1 di f file. Inthat case,

you should make sure that the server is offline and that you have made a copy of the existing
configuration before beginning. Y ou might wish to discuss the change with your authorized
support representative before applying it to ensure that you understand the correct change that
needs to be made.

Note: In addition to manually-editing the config file, you can look at
L previous achived configurations to see if the most recent one works. Y ou can
- also usethel di f - di ff tool to compare the configurations in the archive to
the current configuration to see what is different.

You Do Not Have Sufficient Permissions

The Metrics Engine should only be started by the user or role used to initially install the server.
In most cases, if an attempt is made to start the server as auser or role other than the one used
to create theinitial configuration, then the server will fail to start, because the user will not have
sufficient permissions to access files owned by the other user, such as database and log files.
However, if the server wasiinitially installed as a non-root user and then the server is started by
the root account, then it can no longer be possible to start the server as a non-root user because
new filesthat are created would be owned by root and could not be written by other users.

If the server was inadvertently started by root when it isintended to be run by a non-root user,
or if you wish to change the user account that should be used to run the server, then it should be
sufficient to simply change ownership on all filesin the Metrics Engine installation, so that they
are owned by the user or role under which the server should run. For example, if the Metrics
Engine should be run asthe "ds" user in the "other" group, then the following command can be
used to accomplish this (invoked by the root user):

chown -R ds:other /ds/Unboundl D-Metri cs- Engi ne

The Server Has Crashed or Shut Itself Down

Y ou can first check the current server state by using the bi n/ ser ver - st at e command. If
the Metrics Engine was previously running but is no longer active, then the potential reasons
include the following:

» The Metrics Engine was shut down by an administrator. Unless the server was forcefully
terminated (for example, using “kill -9”), then messages are written to theerr or and
server. out logs explaining the reason for the shutdown.

» The Metrics Engine was shut down when the underlying system crashed or was rebooted. If
thisisthe case, then running the upt i me command on the underlying system shows that it
was recently booted.
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The Metrics Engine process was terminated by the underlying operating system for some
reason (for example, the out of memory killer on Linux). If this happens, then a message will
be written to the system error log.

The Metrics Engine decided to shut itself down in response to a serious problem that had
arisen. At present, this should only occur if the server has detected that the amount of usable
disk space has become critically low, or if significant errors have been encountered during
processing that left the server without any remaining worker threads to process operations. If
this happens, then messages are written to theer ror and ser ver . out logs (if disk spaceis
available) to provide the reason for the shutdown.

The VM in which the Metrics Engine was running crashed. If this happens, then the VM
should dump afatal error log (ahs_err_pi d{ process! D}. | og file) and potentially a core
file.

In the event that the operating system itself crashed or terminated the process, then you should
work with your operating system vendor to diagnose the underlying problem. If the VM
crashed or the server shut itself down for areason that is not clear, then contact your authorized
support provider for further assistance.

The Server Will Not Accept Client Connections

Y ou can first check the current server state by using the bi n/ ser ver - st at e command. If the
Metrics Engine does not appear to be accepting connections from clients, then potential reasons
include the following:

The Metrics Engine is not running.
The underlying system on which the Metrics Engineisinstalled is not running.

The Metrics Engine is running but is not reachable as a result of a network or firewall
configuration problem. If that is the case, then connection attempts should time out rather
than be rejected.

If the Metrics Engineis configured to allow secure communication via SSL or StartTL S, then
aproblem with the key manager and/or trust manager configuration can cause connections

to be rejected. If that is the case, then messages should be written to the server access log for
each failed connection attempt.

If the Metrics Engine has been configured with a maximum allowed number of connections,
then it can be that the maximum number of allowed client connections are already
established. If that is the case, then messages should be written to the server access log for
each rejected connection attempt.

If the Metrics Engine is configured to restrict access based on the address of the client, then
messages should be written to the server access log for each rejected connection attempt.

If a connection handler encounters a significant error, then it can stop listening for new
requests. If this occurs, then a message should be written to the server error log with
information about the problem. Another solution is to restart the server. A third optionisto
restart the connection handler using the LDIF connection handler to make it available again.
To do this, create an LDIF file that disables and then re-enables the connection handler,
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create the conf i g/ aut o- process- | di f directory if it does not aready exist, and then copy
the LDIF fileinto it.

The Server is Unresponsive

Y ou can first check the current server state by using the bi n/ ser ver - st at e command. If the
Metrics Engine processis running and appears to be accepting connections but does not respond
to requests received on those connections, then potential reasons for this behavior include:

If all worker threads are busy processing other client requests, then new requests that arrive
will be forced to wait in the work queue until aworker thread becomes available. If thisis
the case, then a stack trace obtained using the j st ack command shows that all of the worker
threads are busy and none of them are waiting for new requests to process.

Note: If all of the worker threads are tied up processing the same
operation for along time, the server will also issue an aert that it might be
deadl ocked, which may not actually be the case. All threads might be tied
up processing unindexed searches.

If arequest handler is stuck performing some expensive processing for a client connection,
then other requests sent to the server on connections associated with that request handler is
forced to wait until the request handler is able to read data on those connections. If thisisthe
case, then only some of the connections can experience this behavior (unless thereis only
asingle request handler, in which it will impact all connections), and stack traces obtained
using thej st ack command shows that a request handler thread is continuously blocked
rather than waiting for new requeststo arrive. Note that this scenario is a theoretical problem
and one that has not appeared in production.

If the VM in which the Metrics Engine is running is not properly configured, then it can

be forced to spend a significant length of time performing garbage collection, and in severe
cases, could cause significant interruptionsin the execution of Java code. In such cases, a
stack trace obtained from apst ack of the native process should show that most threads are
idle but at least one thread performing garbage collection is active. It isalso likely that one or
asmall number of CPUsis 100% busy while all other CPUs are mostly idle. The server will
also issue an alert after detecting along JVM pause (due to garbage collection). The aert will
include details of the pause.

If the VM in which the Metrics Engine is running has hung for some reason, then the
pst ack utility should show that one or more threads are blocked and unable to make
progress. In such cases, the system CPUs should be mostly idle.

If anetwork or firewall configuration problem arises, then attempts to communicate with the
server cannot be received by the server. In that case, a network sniffer like snoop or t cpdunp
should show that packets sent to the system on which the Metrics Engineis running are not
receiving TCP acknowledgement.

If the system on which the Metrics Engine is running has become hung or lost power with
agraceful shutdown, then the behavior is often similar to that of a network or firewall
configuration problem.
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If it appears that the problem is with the Metrics Engine software or the VM inwhichitis
running, then you need to work with your authorized support provider to fully diagnose the
problem and determine the best course of action to correct it.

Problems with the Management Console

If aproblem arises when trying to use the Management Console, then potential reasons for the
problem may include the following:

» The web application container used to host the console is not running. If an error occurs
whiletrying to start it, then consult the logs for the web application container.

» If aproblem occurs while trying to authenticate to the web application container, then make
sure that the target Metrics Engineis online. If it is online, then the access log may provide
information about the reasons for the authentication failure.

» |If aproblem occurs while attempting to interact with the Identity Proxy instance using the
Management Console, then the access and error logs for that Metrics Engine instance might
provide additional information about the underlying problem.

Providing Information for Support Cases

If aproblem arises that you are unable to fully diagnose and correct on your own, then contact
your authorized support provider for assistance. To ensure that the problem can be addressed

as quickly as possible, be sure to provide all of the information that the support personnel may
need to fully understand the underlying cause by running the col I ect - support - dat a tool, and
then sending the generated zip file to your authorized support provider. It is good practice to run
this tool and send the ZIP file to your authorized support provider before any corrective action
has taken place.
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